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Abstract—Cooperative caching is a technique used in wireless networks to improve the efficiency of information access by reducing the access latency and bandwidth usage. In this paper, we discuss about cooperative caching policies for minimizing electronic content provisioning cost in Social Wireless Networks (SWNET). SWNETs are formed by mobile devices, such as data enabled phones, electronic book readers, etc., sharing common interests in electronic content, and physically gathering together in public places. Electronic object caching in such SWNETs are shown to be able to reduce the content provisioning cost which depends heavily on the service and pricing dependences among various stakeholders including content providers (CP), network service providers, and End Consumers (EC). Cache replacement policy plays a significant role in response time reduction by selecting suitable subset of items for eviction from the cache. In addition, this paper suggests some alternative techniques for cache replacement. Finally, the paper concludes with a discussion on future research directions.
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I. INTRODUCTION

Recent emergence of data enabled mobile devices and wireless-enabled data applications have fostered new content dissemination models in today’s mobile ecosystem. A list of such devices includes Apple’s iPhone, Google’s Android, Amazon’s Kindle, and electronic book readers from other vendors. The array of data applications includes electronic book and magazine readers and mobile phone Apps. The level of proliferation of mobile applications is indicated by the example fact that as of October 2010, Apple’s App Store offered over 100,000 apps that are downloadable by the smart phone users. Wireless mobile communication is a fastest growing segment in the communication industry [1]. It has currently supplemented or replaced the existing wired networks in many places. The wide range of applications and new technologies [5] simulated this enormous growth. The new wireless traffic will support heterogeneous traffic, consisting of voice, video, and data. Wireless networking environments can be classified in to two different types of architectures, infrastructure based and ad hoc based. The former type is most commonly deployed one, as it is used in wireless LANS and global wireless networks. An infrastructure based wireless network uses fixed network access points with which mobile terminals interact for communication and this requires the mobile terminal to be in the communication range of a base station.
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objects in large number of intermediate nodes does not scale well. The second approach, CachePath, is different in that the intermediate nodes do not save the objects; instead they only record paths to the closest node where the objects can be found. The idea in CachePath is to reduce latency and overhead of cache resolution by finding the location of objects. This strategy works poorly in a highly mobile environment since most of the recorded paths become obsolete very soon. The last approach in is the HybridCache in which either CacheData or CachePath is used based on the properties of the passing-by objects through an intermediate node. While all three mechanisms offer a reasonable solution, and that relying only on the nodes in an object’s path is not most efficient. Using a limited broadcast-based cache resolution can significantly improve the overall hit rate and the effective capacity overhead of cooperative caching. According to the protocols the mobile hosts share their cache contents in order to reduce both the number of server requests and the number of access misses. The concept is extended in for tightly coupled groups with similar mobility and data access patterns. This extended version adopts an intelligent bloom filter-based peer cache signature to minimize the number of flooded message during cache resolution. A notable limitation of this approach is that it relies on a centralized mobile support center to discover nodes with common mobility pattern and similar data access patterns. Our work, on the contrary, is fully distributed in which the mobile devices cooperate in a peer-to-peer fashion for minimizing the object access cost. In summary, in most of the existing work on collaborative caching, there is a focus on maximizing the cache hit rate of partitions, and on a multiphone Android prototype is unique during cache resolution. A notable limitation of this strategy in which each user tries to minimize its individual access cost by replicating a subset of objects locally (up to the storage capacity), and accessing the rest from the nearest possible location. Using a game theoretic formulation, the authors prove the existence of a pure Nash equilibrium under which network reaches a stable situation. Similar approach has been used in which the authors model a distributed caching as a market sharing game. Our work in this paper has certain similarity with the above works as we also use a monetary cost and rebate for content dissemination in the network. However, as opposed to using game theoretic approaches, we propose and prove an optimal caching policy. Analysis of selfishness in our work is done in a steady state over all objects whereas the previous works mainly analyze the impact of selfishness only for a single data item. Additionally, the pricing model of our work which is based on the practical Amazon Kindle business model is substantially different and practical compared to those used earlier.

III. NETWORK MODEL, CACHE REPLACEMENT POLICIES

3.1 Network Model

Fig. 1 illustrates an example SWNET within a University campus. End Consumers carrying mobile devices form SWNET partitions, which can be either multi-hop (i.e., MANET) as shown for partitions 1, 3, and 4, or single hop access point based as shown for partition 2. A mobile device can download an object (i.e., content) from the CP’s server using the CSP’s cellular network, or from its local SWNET partition. We consider two types of SWNETs. The first one involves stationary SWNET partitions. Meaning, after a partition is formed, it is maintained for sufficiently long so that the cooperative object caches can be formed and reach steady states. We also investigate a second type to explore as to what happens when the stationary assumption is relaxed.To investigate this effect, caching is applied to SWNETs formed using human interaction traces obtained from a set of real SWNET nodes.

![Fig. 1. Content access from an SWNET in a University Campus.](image)

3.2. Cache Replacement

Caching in wireless environment has unique constraints like scarce bandwidth, limited power supply, high mobility and limited cache space. Due to the space limitation, the mobile nodes can store only a subset of the frequently accessed data. The availability of the data in local cache can significantly improve the performance since it overcomes the constraints in wireless environment. A good replacement mechanism is needed to distinguish the items to be kept in cache and that is to be removed when the cache is full. While it would be possible to pick a random object to replace when cache is full, system performance will be better if we choose an object that is not heavily used. If a heavily used data item is removed it will probably have a good replacement policy is essential to achieve high hit rates. The extensive research on caching for wired networks can be adapted for the wireless environment with modifications to account for mobile terminal limitations and the dynamics of the wireless channel.
3.3. Cache Replacement Policies in Ad hoc networks

Data caching in MANET is proposed as cooperative caching. In cooperative caching the local cache in each node is shared among the adjacent nodes and they form a large unified cache. So in a cooperative caching environment, the mobile hosts can obtain data items not only from local cache but also from the cache of their neighboring nodes. This aims at maximizing the amount of data that can be served from the cache so that the server delays can reduced which in turn decreases the response time for the client. In many applications MANET like automated highways and factories, smart homes and appliances, smart class rooms, mobile nodes share common interest. So sharing cache contents between mobile nodes offers significant benefits. Cache replacement algorithm greatly improves the effectiveness of the cache by selecting suitable subset of data for caching. The available cache replacement mechanisms for ad hoc network can be categorized in to coordinated and uncoordinated depending on how replacement decision is made. In uncoordinated scheme the replacement decision is made by individual nodes. In order to cache the incoming data when the cache is full, replacement algorithm chooses the data items to be removed by making use of the local parameters in each node.

3.4. Split Cache Replacement

![Fig.2. Cache partitioning in split cache policy](image)

To realize the optimal object placement under homonegousobject request model we propose the following Split Cache policy in which the available cache space in each device is divided into a duplicate segment ($\lambda$ fraction) and a unique segment (see Fig. 2). In the first segment, nodes can store the most popular objects without worrying about the object duplication and in the second segment only unique objects are allowed to be stored. The parameter $\lambda$ in Fig. 2 ($0 \leq \lambda \leq 1$) indicates the fraction of cache that is used for storing duplicated objects. With the Split Cache replacement policy, soon after an object is downloaded from the CP’s server, it is categorized as a unique object as there is only one copy of this object in the network. Also, when a node downloads an object from another SWNET node, that object is categorized as a duplicated object as there are now at least two copies of that object in the network. For storing a new unique object, the least popular object in the whole cache is selected as a candidate and it is replaced with the new object if it is less popular than the new incoming object. For a duplicated object, however, the evictee candidate is selected only from the first duplicate segment of the cache. In other words, a unique object is never evicted in order to accommodate a duplicated object.

IV. ENERGY EFFICIENT COORDINATED COOPERATIVE CACHE REPLACEMENT ALGORITHMS FOR SOCIAL WIRELESS NETWORKS

4.1 Coordinated Cache replacement Policies

Coordinated cache replacement strategy for cooperative caching schemes in mobile environments should ideally consider cache admission control policy. Cache admission control decides whether the incoming data is cacheable or not. Substantial amount of cache space can be saved by proper admission control, which can be utilized to store more appropriate data, thereby reducing the number of evictions. If a node doesn’t cache the data that adjacent nodes have it can cache more distinct data items which increase the data availability. There is coordination between the neighboring nodes for the proper placing of data. Another feature of coordinated replacement is that the evicted data may be stored in neighboring nodes which have free space. Some of the replacement policies which make use of coordinated cache replacement are given below.

TDS

The cache replacement [5] is based on two parameters distance (D) which is measured as the number of hops and access frequency. As the network is mobile the value of distance (D) may become obsolete. So the value is chosen based on the time at which it is last updated. The T value is obtained by the formula $1/\text{cur-t update}$. Distance is updated by looking at the value of T. Based on how the distance and time is selected three different schemes are proposed TDS_D, TDS_T and TDS_N. TDS_D considers distance as the replacement criteria. If two data items have the same distance least value of (D+T) is replaced. In TDS_T the replacement decision is made by selecting the data with lowest T value. In the third scheme product of distance and access frequency is considered. In these algorithms TDS_D has the lower success rate and TDS_T has the higher hit ratio.

LUV Mi

This replacement scheme [6], has two parts replacement and migration. The replacement decision is based on a utility value formed by combining the parameters access probability, distance, size and coherency. In the migration part the replaced data is stored in the neighboring nodes which have sufficient space. For migration the data with highest utility value is given preference. Here even though the replacement decision is made locally migration is a coordinated operation. In order to save the cache space the data item is cached based on the location of the data source. If it is from the same cluster the data is not cached. The limitation of this scheme is that no checking is done whether the data is already present in the migrating node.

ECORP

Energy efficient cooperative cache replacement problem (ECORP) [7] is an energy efficient cache replacement policy used in ad hoc networks. Here the replacement decision is done based on the energy utilization for each data access. For this, they considered the energy for in zone communication, energy for sending the object, energy for receiving and energy cost for forwarding the object. Based on this they proposed a dynamic ECORP DP and ECOPR greedy algorithms to replace data. The neighboring nodes
will not cache the same data item in its local cache which reduces the redundancy and increases hit ratio.

**Count Vector**

In this scheme [8], each data item maintains a count which gives the number of nodes having the same data. Whenever the cache is full, data item with maximum count is removed first as this will be available in the neighboring nodes. Whenever a data item is removed from the cache the access count will be decremented by one. Initially when the data is brought in to cache the count is set to zero. Table1 shows a comparison of different cache replacement policies.

**V. 5. DISCUSSION AND FUTURE WORK**

Most of the replacement algorithms used in ad hoc networks is LRU based which uses the property of temporal locality. This is favorable for MANET which is formed for a short period of time with small memory capacity. Frequency based algorithms will be beneficial for long term accesses. It is better if the function based policies can adapt to different workload condition. In these schemes if we are using too many parameters for finding the value function, which are not easily available the performance can be degraded. Most of the replacement algorithms mentioned above uses cache hit ratio as the performance metric. In wireless network the cost to download data item from the server may vary. So in some cases this may not be the best performance metric. Schemes which improve cache hit ratio and reduce access latency should be devised. In cooperative caching coordinated cache replacement is more effective than local replacement since the replacement decision is made by considering the information available in the neighboring nodes. The area of cache replacement in cooperative caching has not received much attention. Lot of work needs to be done in this area to find better replacement policies.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters Considered</th>
<th>Eviction</th>
<th>Performance measure</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDS</td>
<td>Distance and access frequency</td>
<td>Low access rate and lowest distance</td>
<td>Success rate, cache hit ratio.</td>
<td>Value of distance is updated.</td>
<td>Doesn’t consider recency of data item.</td>
</tr>
<tr>
<td>LUV Mi</td>
<td>Access probability, size, coherence and distance.</td>
<td>Low access probability, bigger size, low consistency, lowest distance</td>
<td>Byte hit ratio, average query latency, message overhead</td>
<td>Evicted data is stored in adjacent nodes</td>
<td>No checking is done before storing data.</td>
</tr>
<tr>
<td>ECORP</td>
<td>Energy for in zone communication, sending object, receiving object</td>
<td>Lowest energy value</td>
<td>Cache hit ratio, average access delay</td>
<td>Energy is taken as the important parameter</td>
<td>Computing energy for each task is not easy</td>
</tr>
<tr>
<td>Count Vector</td>
<td>Access count</td>
<td>Maximum access count</td>
<td>Average access time</td>
<td>Coordinated simple to implement</td>
<td>Data redundancy is high.</td>
</tr>
</tbody>
</table>

Table 1: Comparison of cache replacement policies for cooperative caching

**I. CONCLUSION**

In this paper we made a general comparison of the major replacement policies in wireless networks and summarized the main points. Numerous replacement policies are proposed for wireless networks, but a few for cooperative caching in ad hoc networks. We also summarized the operation, strengths and drawbacks of these algorithms. Finally we provided some alternatives for cache replacement and identified topics for future research.
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