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Abstract: The more computer systems that communicate and 

cooperate, the more crucial it is to make our lives simpler. At the 

same time, it highlights faults that people are unable to correct. 

Due to faults, cyber-security procedures are required to 

communicate data. Secure communication requires both the 

installation of security measures and the development of security 

measures to address changing security concerns. In this study, it 

is suggested that network intrusion detection systems be able to 

adapt and be resilient. This could be done by using deep learning 

architectures. Deep learning is used in this article to find and 

group network attacks. There are some tools that can help 

intrusion detection systems that are more flexible learn to 

recognise new or zero-day network behaviour features, which can 

help them get rid of bad guys and make it less likely that they'll get 

into your network. The model's efficacy was tested using the KDD 

dataset, which combines real-world network traffic with fake 

attack operations. 

    Keyword: Intrusion Detection System, KDD, Deep Learning, 

Accuracy, Cyber-Security. 

I. INTRODUCTION 

 The Principal Component Analysis (PCA) method is used 

to examine changes in feature variance across intrusion 

detection [1] data streams in order to determine if data and 

concepts have changed (PCA) [2]. As an added bonus, we 

demonstrate how to use an online technique to find outliers 

[3] that are distinct from both historical and temporally close 

data [4]. This is addressed by using an online deep neural 

network [5] that changes the hidden layer [6] size through 

Hedge weighting in order to mitigate the problem [7]. This 

enables the model to adjust to new information [8] as it comes 

in. At the other end of the spectrum from the static deep 

neural network model [9] often used for intrusion detection 

[10], our technique retains performance on both training and 

testing data, which is essential since it simplifies the process 

of troubleshooting. [11]. On diverse devices, we want to 

investigate how well pre-trained models perform in order to 

determine if deep learning-based intrusion detection can be 

used on embedded devices with restricted resources [12].  
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In all, four deep learning models will be installed on every 

device, each of which will be trained on a separate well-

known intrusion detection dataset. We will measure 

precision, recall, and prediction rate, which is the time it takes 

to predict one sample per second. Precision is defined as the 

accuracy of a prediction. A variety of datasets will be utilised 

to examine how the models respond to various assault 

patterns. 

II. LITRACTURE WORK 

As a way to see if data and ideas have changed, we use 

Principal Component Analysis to look at changes in the 

variance of features across intrusion detection data streams. 

We also show you how to use an online method to look for 

outliers that are different from both historical and temporally 

nearby data, and we show you how to do this. To solve this 

problem, we build an online deep neural network that changes 

the size of the hidden layer size through Hedge weighting. 

This lets the model change as new information comes in. 

Unlike the static deep neural network model used for 

intrusion detection, our method works well on both training 

and testing data. This is important because it makes 

troubleshooting easier. [13] 

    We want to see how well pre-trained models work on 

different types of devices to see if deep learning-based 

intrusion detection can be used on embedded devices with 

very little space and resources. As part of the project, each 

device will be equipped with four deep learning models. Each 

model will be trained on a different well-known intrusion 

detection dataset. It will look at precision, f1, recall, and 

prediction rate, which is how long it takes to predict each 

sample per second. All of these things will be looked at. A lot 

of different datasets will be used to see how the models react 

to different types of attack. [14]. FLUIDS is a federated 

learning approach for unsupervised Intrusion Detection 

Systems. FLUIDS transforms intrusion detection into semi-

supervised learning, combining supervised and unsupervised 

learning. Incorporating federated and semi-supervised 

learning improves user privacy, training and inference 

efficiency, outcomes, and cost. [15] The researchers claim to 

have developed an IDS model that can detect several threats 

simultaneously. Multi-Task Learning (MTL). To do so, we 

aggregated samples from the UNSW-NB15 and CICIDS2017 

datasets into a single feature vector. Both the training and 

testing sets must include a danger. During testing, the 

proposed method proved to be the most effective. [16] 

Ensemble learning improves intrusion detection by 

combining many individuals who aren't particularly effective 

at what they do.  

 

 

 

 

https://www.openaccess.nl/en/open-publications
http://doi.org/10.35940/ijese.F2531.0411523
http://www.ijese.org/
mailto:rimjhimrathore1@gmail.com
https://orcid.org/0000-0003-3752-8725
https://orcid.org/0000-0003-3752-8725
mailto:neeraj0209@gmail.com
https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.35940/ijese.F2531.0411523&domain=www.ijese.org


 

Network Anomaly Detection System using Deep Learning with Feature Selection Through PSO 

2 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijese.F25310510622 

DOI: 10.35940/ijese.F2531.0411523 

Journal Website: www.ijese.org 

Deep learning methodologies are becoming increasingly 

popular as approaches to get the most out of huge data and 

real-time applications.  

Techniques like Transfer Learning (TL) work well when data 

is scarce. Use these approaches to spot new risks. This 

document shows the latest progress on intrusion detection. 

The study may educate readers on how the research began, 

where it is today, and where it may go in the future. [17] 

This research employs deep transfer learning to build a 

reliable IDS model. It beats many existing approaches. 

Effective attribute selection, a dependable deep transfer 

learning-based model, and a mechanism to test using real-

world data are some of the most significant distinctive 

contributions. So a complete experimental performance 

assessment was done. Longevity, efficiency, and better 

outcomes than other models demonstrate the recommended 

model is likely to be dependable after much study and 

performance testing. [18] 

This study describes a deep learning-based hybrid intrusion 

detection system. It can detect network risks and intrusions 

fast. This method uses RCNN and GBR (Gradient Boost 

Regression) to detect network incursions. On Kaggle's NIDS 

dataset V.10 2017. The suggested approach outperforms 

earlier algorithms, according on previous research. Previous 

research shows that the recommended strategy is more 

accurate and faster than alternative ways. [19] 

Study: This one looked at intrusion detection systems and 

how machine and deep learning protect data from bad guys. 

Builds an operational intrusion detection system using latest 

machine learning and deep learning technologies. For this 

operational system, it looks at various network 

implementations, applications, algorithms and learning 

approaches. [20] 

Unique use of unlabeled and labelled data in this study. Use 

unlabeled local/private data to teach an AutoEncoder (AE) 

the most significant and least difficult characteristics on each 

device. A cloud server then uses Federated Learning to 

integrate all of these models into a global AE (FL). Finally, 

the cloud server builds an intelligent supervised neural 

network by adding fully connected layers (FCN) to the global 

encoder (initial part of the global AE). In two real-world 

datasets, our approach (a) ensured no private data was 

exposed, (b) accurately recognised attacks, (c) functioned 

even when there was minimal marked data, and (d) sent 

quickly. [21] 

An ensemble of Deep Learning (DL) Intrusion Detection 

Systems finds DDoS attack traffic in SDNs (IDS). We 

recommend mixing models from three distinct kinds of neural 

networks: convolutional, deep, and RNN. Train a model 

using the Canadian Institute for Cybersecurity's Intrusion 

Detection System (CIC-IDS2017). To train the model, we 

employed published feature selection algorithms. The 

findings show that our proposed ensemble deep learning 

model outperforms ensemble CNN, ensemble RNN, and 

ensemble voting. [22]. Anomaly-based Intrusion Detection 

System in this research. This is how we made it (IDS). This 

solution's major purpose is to build a system that can detect 

unauthenticated activity both inside and outside. Many 

models have been tested to find one that matches the system 

and is precise enough. An XGBoost classifier, a Logistic 

Regressor, a Random Forest classifier, and a Multi-Layer 

Perceptions classifier (MLP) were all explored (MLP). Also, 

the models' correctness was evaluated, and their performance 

was compared. In this scenario, the Random Forest Classifier 

excelled. It was 99.8% accurate with a macro average F1-

Score of 0.98. [23] 

III. PROPOSED WORK 

Instead of a fully linked feed-forward neural network, the 

suggested deep learning model uses a CNN with a regularised 

multi-layer perceptron (FNN). CNN, unlike FNN, does not 

employ multiplication or the dot product as a math operation. 

Convolution is used instead. Custom hyperparameters are 

utilised in the convolution process, such as the filter's size, 

the number of filters, and the number of steps required to 

create the output matrix. We added padding to the input to 

account for the fact that the size of the tensors shrink as the 

input travels through more convolutional layers. It's utilised 

between each convolutional layer to reduce or increase the 

size of the sample feature dimensions. Finally, the 

classification output layer is described, followed by a fully 

linked layer with regularisation. UNSW-NB15, which is a 

good depiction of real-world network traffic and exhibits the 

most prevalent vulnerabilities and exposures, will be the 

dataset we utilise to test our model, as illustrated. Many 

different models have looked at the data set, but the outcomes 

have been less than optimal. There are still improvements that 

can be made to the models. Despite the fact that the raw data 

contains almost two million simulations, the architects do not 

utilise it. Describe nine attack families' imputed datasets for 

training and testing. Table I lists the many sorts of attacks, 

along with a brief explanation of each. 

Table 1. Attacks in details 

 

 
Figure 1. Architecture of our work 

Figure 1 shows in two-step first are feature selection and 

classifier.  For feature selection, we have to apply PSO and 

for classification we have to apply a deep neural network. 
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Figure 2. Proposed classification steps. 

A dropout between hidden layers and dropout between dense 

layers is shown in Figure 2. This is a way to stop overfitting. 

ReLu is used as a nonlinear activation function in the output 

layer, then Softmax is used to make it look better. If you have 

10 classes, 56K people are in the top class and just 130 are in 

the bottom class. Under-sampled classes make the model 

worse, which shows that bootstrapping is important. In order 

to avoid redundancy and duplication, as well as to make a fair 

comparison with other models, we used the original datasets. 

We thought about pooling the datasets and splitting them 70-

30 between training and testing, but we didn't do it. In this 

text, the second option is called "user-defined datasets," 

which is what it is called. 

IV. IMPLEMENTATION AND RESULT 

4.1. Setup configuration 

Intel Core i3 Processor (10th Gen), 8 GB DDR4 RAM. 64 bit 

Windows 10 Operating System. 512 GB SSD. 39.62 cm (15.6 

inch) Display. Microsoft Office Home and Student 2019, HP 

Documentation, HP BIOS Recovery, HP Smart, HP Support 

Assistant, Dropbox. Python library like numpy, pandas, 

tensor flow, keras, k=sklearn, matplotlib. 

4.2 Dataset 

We utilised the NSL-KDD dataset for our study. The dataset 

is KDD Cup 99 [24]. The KDD Cup dataset was created from 

DARPA IDS evaluation data from 1998. Normal network 

traffic includes DoS, probing, user-to-root (U2R), and root-

to-local communication (R2L). Raw tcpdump network traffic 

was collected for seven weeks for training, and then for two 

weeks for testing. There are several attacks in the test data 

that weren't in the training data. Most new attacks are 

assumed to be based on old ones. The test and training data 

generated five million and two million TCP/IP connection 

records. 

   It has long been used for NIDS testing. The KDD Cup 

dataset has been heavily utilised. One of the dataset's 

drawbacks is that the training and test sets include many of 

the same items. The training and test datasets share almost 

78% of records. Consequently, learning algorithms are 

biassed toward frequent attacks, resulting in poor outcomes 

for less common but more harmful records. The training and 

test data were correctly classified with 98 and 86 percent 

accuracy using basic machine learning. Comparing IDSs with 

various learning methods NSL-KDD was offered as a 

workaround for the KDD Cup dataset's restrictions. This 

dataset was created using KDD Cup. It improved the prior 

dataset in two ways. First, it checked for duplicate items in 

the training and test data. Second, it grouped all KDD Cup 

recordings into difficulty categories depending on how many 

learning algorithms properly classified them. It also picked 

the recordings at random from various degrees of difficulty, 

with a percentage inversely related to the number of records. 

The NSL-KDD dataset has a good amount of records since 

the KDD Cup dataset was processed in stages. These 

enhancements also make comparing machine learning 

algorithms simpler. 

Table 2. Dataset details 

 

4.3 Screenshot 

 

Figure 3: Result of DNN Model with 3, 4 and 5 Hidden 

Layers 

 

Figure 4: Result of DNN Model with 1 and 2 Hidden 

Layers 
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Figure 5: Result of Decision Tree 

 

Figure 6: Result of Linear Regression and Naiv Bayes 

Algorithm 

4.4 Result 

 This section talks about how the proposed system works and 

how it's different from other systems, and how it works. Need 

to figure out some things to look at to make the analysis. The 

values for different parameters are shown in this chapter, so 

you can see what they were. 

Our proposed method evaluated in below parameters:  

▪ Recall 

▪ Precision 

▪ Accuracy 

▪ F1-Score 

Table 3. Evaluate Metric with Contingency Table 

 

 

4.5 Experimental Results 

The NSL-KDD dataset is the best way to study new ways to 

improve IDS in the world today. For both training and testing, 

we have used a 10% dataset from the NSL-KDD, which has 

3,11,029 records. We have used two different ways to classify 

the ordinary and intrusions in the informative index. Table 3 

shows the results of the tests of six different methods. 

Table 4. Result Existing  

 

4.5.1 Accuracy 

The accuracy calculation, which is a proportion of the 

properly anticipated categories to the entire Test Dataset, 

includes both True Positives and True Negatives. Equation 3 

is used to figure out the precision. 

 

Figure 7. Accuracy of existing and our result 

In figure 7, the accuracy value for all methods both existent 

and proposed is calculated. In addition, a figureic depicts the 

results. When compared to supervised classification 

algorithms, we discovered that the proposed technique had a 

greater true positive rate. 

4.5.2 Precision 

Precision is a metric for determining how many positive class 

expectations are really related with the positive class in issue. 

The precision of the measurement is determined using 

Equation 2. 

 

Figure 8 Precision of existing and our result 

In figure 8, the accuracy value for all algorithms both existent 

and proposed is calculated.  

 

 

 

 

http://doi.org/10.35940/ijese.F2531.0411523
http://www.ijese.org/


International Journal of Emerging Science and Engineering (IJESE)  

ISSN: 2319-6378 (Online), Volume-11 Issue-5, April 2023 

5 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijese.F25310510622 

DOI: 10.35940/ijese.F2531.0411523 

Journal Website: www.ijese.org 

In addition, a figureic depicts the results. When compared to 

supervised classification algorithms, we discovered that the 

proposed technique had a greater true positive rate. 

4.5.3 Recall 

The number of positive class expectations created by each 

and every positive model in the dataset is measured by recall. 

With the aid of equation 1, the recall is calculated. In figure 

9, the recall value for all algorithms is calculated. The terms 

"existing work" and "proposed work" are not 

interchangeable. In addition, a figureic depicts the results. 

When compared to supervised classification algorithms, we 

discovered that the proposed technique had a greater true 

positive rate. 

 

Figure 9. Recall of existing and our result 

4.5.4 F1-Score 

The F1 measure, which is utilised primarily in binary 

classification, is used to assess if the test findings are valid. 

The accuracy and recall are taken into account while 

calculating the F1 metric. In a particular circumstance, the F1 

score shows the balance between accuracy and recall. 

 

 

Figure 10. F1_Score of existing and our result 

V.    CONCLUSION 

This section outlines our approach to writing an essay. Things 

to look into for the recommended arrangement project are 

listed below. Because the system's security was compromised 

due to the interruption acknowledgment learning, many 

solutions have been proposed. This thesis' major goal is to 

categorise system traffic data as good or poor. Particle Swarm 

Optimization (PSO) is used to optimise system information 

production. Then, using taught learning, a separate Deep 

Neural Network (DNN) creates a Network Intrusion 

Detection System (NIDS). The NSL-KDD dataset was used 

to construct deep neural system models that outperformed the 

previous KDD Cup2009 interruption detection datasets. 

Some users of NSL-KDD datasets indicate deep neural 

networks with molecular swarm augmentation are quite 

accurate and discover a IoT. 
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