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Abstract: Human deep neural networks (HDNNs) are a type 

of artificial neural network that is inspired by the structure and 

function of the human brain. HDNNs are composed of multiple 

interconnected layers of neurons, which are able to learn complex 

patterns from data. HDNNs have been shown to be very effective 

at solving a wide range of problems, including image recognition, 

natural language processing, and machine translation. HDNNs 

are often used in conjunction with artificial intelligence (AI) to 

create intelligent systems that can mimic human cognitive abilities. 

For example, HDNNs have been used to develop AI systems that 

can understand and respond to human language, and that can 

learn from their experiences and improve their performance over 

time. Human deep neural networks (HDNNs) are a type of 

artificial neural network that is inspired by the structure and 

function of the human brain. HDNNs are composed of multiple 
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patterns from data. HDNNs have been shown to be very effective 

at solving a wide range of problems, including image recognition, 

natural language processing, and machine translation. HDNNs 

are often used in conjunction with artificial intelligence (AI) to 

create intelligent systems that can mimic human cognitive abilities. 

For example, HDNNs have been used to develop AI systems that 

can understand and respond to human language, and that can 

learn from their experiences and improve their performance over 

time. 
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I. INTRODUCTION 

HDNNs have the potential to revolutionise many 

industries and aspects of our lives [1]. For example, HDNNs 

can be used to develop new medical treatments, create more 

efficient transportation systems, and build more intelligent 

and interactive robots. However, there are also some 

challenges that need to be addressed before HDNNs can be 

widely deployed. One challenge is that HDNNs can be very 

computationally expensive to train and deploy. Another 

challenge is that HDNNs can be vulnerable to adversarial 

attacks [2][3]. This research paper will provide a 

comprehensive overview of HDNNs with AI [4][5]. We will 

cover the following topics: 
 

Manuscript received on 14 January 2024 | Revised Manuscript 

received on 12 March 2024| Manuscript Accepted on 15 March 

2024 | Manuscript published on 30 March 2024. 

*Correspondence Author(s) 
Harsha Magapu*, Department of Computer Science, ICICI LOMBARD 

GIC, Mumbai (Maharashtra), India. E-mail: magapuharsha@gmail.com, 
ORCID ID:  0009-0007-0844-5484 

Magapu Radha Krishna Sai, Department of Computer Science, Blue 
younder, Hyderabad (Telangana), India. E-mail: 

nageshlaxmi1967@gmail.com, ORCID ID:  0009-0007-8814-4509 

Bhimaraju Goteti, Department Computer Science, Colryt, Hyderabad 
(Telangana), India. E-mail: bhimaraju.g@gmail.com, ORCID ID: 0009-

0006-6626-5644  

 
© The Authors. Published by Blue Eyes Intelligence Engineering and 

Sciences Publication (BEIESP). This is an open access article under the  

CC-BY-NC-ND license http://creativecommons.org/licenses/by-nc-nd/4.0/ 

 

▪ What are HDNNs and how do they work? 

▪ How can HDNNs be used to create intelligent AI systems? 

▪ What are the challenges of developing HDNNs with AI? 

▪ What are the future directions for HDNNs with AI? 

We will also discuss some of the key reference research 

papers in the field of HDNNs with AI [6][7][8]. 

II. MATHEMATICAL FORMULAS FOR 

THINKING ON ITS OWN 

Here are two mathematical formulas that can help a 

machine learning model to think on its own: 

**Formula 1:** 
 

``` 

P(y | x) = P(x | y) * P(y) / P(x) 
 

``` 

This is Bayes' theorem, which is a fundamental theorem 

of probability. It can be used to calculate the probability of a 

hypothesis (y) given evidence (x). This is useful for machine 

learning models because it allows them to update their 

beliefs about the world as they see new evidence. 

**Formula 2:** 

``` 

L(θ) = ∑_i log P(y_i | x_i; θ) 
 

``` 

This is the log-likelihood function, which is a measure of 

how well a machine learning model fits a given dataset. It is 

used to train machine learning models by finding the 

parameters (θ) that maximise the log-likelihood function. 

III. MATHEMATICAL SOLUTION 

One way to use these formulas to create a machine 

learning model that can think on its own is to use a Bayesian 

approach. In a Bayesian approach, the model maintains a 

probability distribution over its beliefs about the world. As 

the model sees new evidence, it updates its probability 

distribution using Bayes' theorem. To do this, the model first 

calculates the likelihood of the evidence given its current 

beliefs (P(x | y)). Then, it calculates the posterior probability 

of its beliefs given the evidence (P(y | x)) using Bayes' 

theorem. The model can then use its posterior probability 

distribution to make predictions about the world. For 

example, if the model is trying to predict whether a customer 

will cancel their subscription, it can use its posterior 

probability distribution to calculate the probability that the 

customer will cancel their subscription given the evidence it 

has about the customer (e.g., their past behaviour, their 

demographics, etc.). 

 

 

 

 

https://www.openaccess.nl/en/open-publications
http://doi.org/10.35940/ijese.C9803.12040324
http://www.ijese.org/
mailto:magapuharsha@gmail.com
https://orcid.org/0009-0007-0844-5484
mailto:nageshlaxmi1967@gmail.com
https://orcid.org/0009-0007-8814-4509
mailto:bhimaraju.g@gmail.com
https://orcid.org/0009-0006-6626-5644
https://orcid.org/0009-0006-6626-5644
https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.35940/ijese.C9803.12040324&domain=www.ijese.org


 

Human Deep Neural Networks with Artificial Intelligence and Mathematical Formulas 

                                     2 

Published By: 
Blue Eyes Intelligence Engineering 

and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijese.C980313030224 

DOI: 10.35940/ijese.C9803.12040324 

Journal Website: www.ijese.org 

To train the model, we can use the log-likelihood 

function to find the parameters of the model that maximise 

the log-likelihood of the training data. This can be done 

using a variety of optimisation techniques, such as gradient 

descent. Once the model is trained, it can be used to make 

predictions about new data. To do this, the model calculates 

the posterior probability distribution of its beliefs given the 

new data. The model can then use its posterior probability 

distribution to make predictions about the new data. For 

example, if the model is trying to predict whether a customer 

will cancel their subscription, it can use its posterior 

probability distribution to calculate the probability that the 

customer will cancel their subscription given the evidence it 

has about the customer (e.g., their past behaviour, their 

demographics, etc.). 

IV. CONCLUSION 

HDNNs are a powerful tool that can be used to develop 

AI systems that can mimic human cognitive abilities. 

HDNNs have been shown to be very effective at solving a 

wide range of problems, including image recognition, 

natural language processing, and machine translation. 

HDNNs are still under development, but they have the 

potential to revolutionise many industries and aspects of our 

lives. 

FUTURE WORK 

There are many areas of future work in the field of 

HDNNs and AI. One area of future work is to develop 

HDNNs that are more efficient and scalable. This would 

allow HDNNs to be used to solve even more complex 

problems. Another area of future work is to develop HDNNs 

that are more interpretable. This would allow us to better 

understand how HDNNs work and to make them more 

reliable. Finally, another area of future work is to develop 

HDNNs that are more robust to adversarial attacks. 

Adversarial attacks are attempts to fool AI systems into 

making mistakes. By developing HDNNs that are more 

robust to adversarial attacks, we can make AI systems more 

secure and reliable. Overall, HDNNs are a promising area of 

research with the potential to revolutionise many industries 

and aspects of our lives. 
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