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Short Term Load Forecasting Using ANN
Considering Weather Information and Price
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Abstract— Short-term load forecast is an essential part of
electric power system planning and operation. Forecasted values
of system load affect the decisions made for unit commitment and
security assessment, which have a direct impact on operational
costs and system security. Conventional regression methods are
used by most power companiesfor load forecasting. However, due
tothenonlinear relationship between load and factors affecting it,
conventional methods are not sufficient enough to provide
accurate load forecast or to consider the seasonal variations of
load. In recent years multilayered feed forward (MLFF) networks
with back propagation learning algorithm have been extensively
applied to short term load forecasting (STLF) in electric power
systems with very good results. This paper presents an artificial
neural network based approach for short-term load forecasting
that uses temperature, humidity, wind speed and price asinputs.
The results are compared by calculating mean Absolute
percentage error (MAPE). The suitability of the proposed
approach isillustrated through an application to the actual load
data of the Kerala System for regulated system and Lanco
Kondaypilli for deregulated system.

Index Terms— Atrtificial neural network, back propagation
algorithm, deregulated system and short term load forecasting.

I. INTRODUCTION

In the recent years, along with the power sygigwatized
and deregulated, the issue of accurately electoad |
forecasting has received more attention in a redion a
national system. The error of electric load foréiogsmay
increase the operating cost. Therefore, overesomanf
future load results in excess supply, and it is atst welcome
to the international energy network [1]. In the wast,
underestimation of load leads to a failure in pdawj enough
reserve and implies high costs in peaking unit. Adde
electric production requires each member of thebajlo
cooperation being able to forecast its demandsrataly [2].
However, it is complex to predict the electric lpdgcause
the influencing factors include climate factors,ciab
activities, and seasonal factors. Climate factepsetid on the
temperature, wind speed and humidity; social factomply
human social activities including work, school
entertainment affecting the electric load; seasfawbrs then
include seasonal climate change and load growth gker
year [3].

In the recent years, along with the power systenapzed
and deregulated, the issue of accurately electoad |
forecasting has received more attention in a redion a
national system. The error of electric load foréiogsmay
increase the operating cost.
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Therefore, overestimation of future load resultextess
supply, and it is also not welcome to the inteval energy
network [1]. In the contrast, underestimation @afddeads to a
failure in providing enough reserve and implieshhigsts in
peaking unit. Adequate electric production requiezgh
member of the global cooperation being able todase its
demands accurately [2]. However, it is complexrdiict the
electric load, because the influencing factorsudel climate
factors, social activities, and seasonal factolimate factors
depend on the temperature, wind speed and humgbtyal
factors imply human social activities including Wpschool
and entertainment affecting the electric load; geakfactors
then include seasonal climate change and load brgedr
after year [3].

The second category is based on the artificialligésce
techniques which include Expert System [7], NeMatwork
[15, 16] and Fuzzy Theory [17, 18]. The trend inreat
research tends to combine these techniques teadatbrid
method making the most of the strengths of eadmiqae.
The most popular line of research using hybrigbisdmbine
fuzzy theory and neural networks [19, 20, 21].

The models that have received a high share oftefford
focus are the artificial neural networks (ANN). Thwin
advantage of ANNs is their outstanding performaincgata
classifications and detecting dependencies fronoiiisl
data without the need to develop a specific regrassodel
[15].

This paper mainly focuses on short term load fcsticg
which provide the load predictions for the basineyation
scheduling functions, assessing the securitythef power
system at any time point and timely dispatcherrimation.
The input variables like historical load, temperafuwind
speed and humidity are considered for Kerala sysiieitihis
case price is not considered as it is a regulagstt. The
proposed method is artificial neural network. Eachut
variable is applied separately and then a comlunatf input
variables is applied. Another case study takintphisal load
and price as inputs are conducted on Lanco Korideybiich

ands a deregulated system. Sensitivity analysis isedo study

the influence of input variable that greatly affeshort term
load forecasting

II. LOAD FORECASTING
Load forecasting is vitally important for the elecindustry

in the deregulated economy. It has many application

including energy purchasing and generation, loaitckimg,
contract evaluation, and infrastructure developmararge
variety of mathematical methods have been develdped
load forecasting. Accurate models for electric povead
forecasting are essential to the operation andnpignof a
utility company. Application of load forecasting pands
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upon the type of load forecasting and also theofact
affecting it.

A. Short Term Load Forecasting

The basic quantity of interest in STLF is, typigalthe
hourly integrated total system load. In addition ttoe
prediction of the hourly integrated total systermdpan STLF
is also concerned with the forecasting of the daglgtk system
load, the values of system load at certain timgheflay, the
hourly or half-hourly values of system energy, tiaély and
weekly system energy.

STLF plays a key role in the formulation of economi
reliable, and secure operating strategies for tiveep system.

The principal objective of the STLF function ispgmvide the

load predictions for

1.the basic generation scheduling functions

2. assessing the securitytbe power system at any time point

3. Timely dispatcher informatiaon

The primary application of the STLF function isdave
the scheduling functions that determine the moshemic
commitment of generation sources consistent wiihliity
requirements, operational constraints and policiasd
physical, environmental, and equipment limitatiohslosely
associated scheduling task is the scheduling anttasing
of interchange transactions by the interchange uatiain
function. For this function, the short-term loadefcasts are
also used to determine the economic levels of ¢harge
with other utilities.

A second application of STLF is for predictive essment
of the power system security. The system load &Beis an
essential data requirement of the off-line netwanalysis
function for the detection of future conditions en@vhich the
power system may be vulnerable. This informationmiis
the dispatchers to prepare the necessary correatitiens
(e.g., bringing peaking units online, load sheddipgwer

1.

purchases, switching operations) to operate the epow

systems securely.

The third application of STLF is to provide system3'

dispatchers with timely information, i.e., the mostent load
forecast, with the latest weather prediction anddom

behavior taken into account. The dispatchers nédwsl t

information to operate the system economically elicibly
[22]

When you submit your final version, after your papas
been accepted, prepare it in two-column formatlutting
figures and tables.

Ill. ANN STRUCTURE

The three-layer fully connected feed-forward néuras,

network is used here; it includes an input laye® didden
layer and an output layer [23]. Signal propagaisoallowed
only from the input layer to the hidden layer amdnfi the
hidden layer to the output layer. Input variablesne from
historical data corresponding to the factors ttHédca the
load. The number of inputs, the number of hiddedeso
transfer functions, scaling schemes, and trainirgfhods
affect the forecasting performance and hence neeHbet
chosen carefully [24].

selection

Scaling

Training Input

Training data set

\ 4
Simulation

¥

Post-Processing

!

Error analysis

Fig. 1 ANN-based load forecasting procedure

Input Variable Selection: Input variables such @axdl|
temperature, humidity, wind speed and spot pri¢¢isen
previous day and of the forecasting day are ifytial
chosen.

Scaling: Since the variables have very differemiges,
the direct use of network data may cause conveggenc
problems. All input Xi and output Oi variables aaled

to be in the [0, 1] range; hence, the input ancuatut
variables are scaled as follows:

X1 = X /ma{x )
ok = Oi(k) /ma><ol(k)) )
where k is the index of input and output vectorgéras.
Training: Each layer’s weights and biases ardaiired
when the neural network is set up. The netwojlsisl
the connection strength among the internal network
nodes until the proper transformation that linkstpa
inputs and outputs from the training cases is ke@rn
Data windows are used for training and moved one da
ahead.
Simulation: Using the trained neural network, the
forecasting output is simulated using the inputgras.
Post-Processing: The neural network output need
de-scaling to generate the desired forecasted .Id&ds
necessary, special events can be considered atalyes.
Error Analysis: As characteristics of load varyroer
observations are important for the forecasting @sec
Hence, the following Mean Absolute Percentage Error
(MAPE) is used here for after-the-fact error aniatys
N -

MAPE = L ZM *100

N i=1 t

()

X, is the actual load anfztf is the forecasted load

For practical reasons, ANNs implementing the back

The STLF procedure for the chosen ANN model @ash  propagation algorithm do not have too many laysrge the

in Fig.1

time for training the networks grows exponentialpso,
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there are refinements to the back propagation étgoemhich  «  WS(d-1,min), WS(d-1,max), WSavg(d-1): minimum,

allow a faster learning. maximum and average wind speed of the day preceding
the forecasted day

V. SHORT TERM LOAD FORECASTING USING ANN When all the input variables are considered, istorical

Training sets are historical load, temperature,itlityrand  |oad, temperature, relative humidity and wind sp@eitiputs
wind Speed from ZL%Aprll 2010 to 2§1 Aprll 2010. In this have to be considered. They are P(d,t_l), P(d,Paj,—l,t),
case price is not considered as Kerala is a resgligystem. Tavg(d), Tavg(d-1), RHavg(d), RHavg(d-1), WSavgéaiy
The input variables for each case were obtainesgusial \Savg(d-1). The output of ANN is P(d,t), whichfigoad at

and error method. _ . a given hour. Table 2 shows the comparison of fstsd
A program was developed in MATLAB 7.6 version. By|oad for various inputs.

trial and error method to reduce error, the follogvi

optimized parameters for the program were obtaifbd.no. i .

of hidden layers depends upon the no. of inputwdes. Itis T s R

also determined by trial and error method. il Sl e
Table 1 ANN Parameters

— desired oad

Parameters Optimized value |
Learning algorithm Back propagation algorithm i
No. of training sets used 12 .
Learning rate 0.25 7
Momentum factor 8 1
No. of iterations ~30000 o ]
No. of hidden layers 7 s é ; i‘i 5‘1 |‘n 1‘2 1‘4 w‘s 113 z‘n z‘z 2‘4 5
No. of inputs 7 By

Linear ( input layer) Fig 2 Comparison of results using ANN giving tengiare,
Transfer Functions Transig ( Hidden layer) relative humidity and wind speed as inputs
Transig( Output layer) When price is considered, case study is done amcd.a

Kondappilli which is a deregulated system. Theeeitiputs
V. APPLICATIONS AND RESULTS considered are P(d-1, t), MP(dt1), MP(d-1,t) and

After training, the trained network is validatecalidation MP(d-1,t-1). The output of ANN is P (d, 1), whichthe load
is the process of testing the trained network hyhapg some @t @ given time. MP(dt-1) is the market clearingon the
other input set. Validation is done using the dat§@Me day one hour preceding the forecasted hobie Ta
corresponding to 3bApril 2010. shows the comparison of forecasted load and de it

Following are the inputs and outputs while tempewats When price is given as input for deregulated system
considered. The output of ANN is P(d,t), whichtie toad ata 1aPle 2. Comparison of forecasted load using ANMngi

given hour. There are 7 input variables and they. ar temperature, wind speed and relative humidity pats
 P(d-1,t): the load value of the day preceding the[ Time | Desired | Forecasted | Forecaste | Forecasted | Forecasted
load load (MW7) d load load (AIW) | load (MW)
forecasted day at same hour armw giving QAIW) | giving siving
. .. . emperature ivin wind speed emperatur
«  Tmin(d), Tmax(d), Tavg(d): minimum, maximum and tiapue | relative |2 iupet | o eelative
variable humidity | variable bummidity
average temperature of the forecasted day 2 mput and  wind
. .. variable speed as
e Tmin(d-1), Tmax(d-1,t-1), Tavg(d-1): minimum, mput
" . wariables
maximum and average temperature of the day pregedir [ 1= 3730 36958 37106 37088 37161
the forecasted day 2 am 3577 35854 3585.5 34843 35982
Following are the inputs and outputs while relatixenidity g - 2o S e s
. . . . . 4 am 3450 34574 34900 34497 34068
is considered. The output of ANN is P(d,t), whishtie load - e o5s S591s ETRTY Frer
ata given hour. 6 am 3684 36632 3666.1 3664.6 34527
* P(d-1,t): the load value of the day preceding the| 7= e %43 35853 4841 35473
8 am 3557 34513 34436 34472 34185
forecaSted day at same hour 9 am 3668 35252 3522 3520.3 34896
. RH(d,min), RH (d,max), RHan(d): minimum and 10 am 3793 36511 3645 6 3648 5 3645 7
maximum relative humidity and average relative | = 3855 37528 37563 37553 37658
hum|d|ty Of the forecasted day 12 noon 4009 30309 30022 30256 4020
. - 1 pm 3730 3706 3707.1 37055 36553
* RH((_j-l,mln), RH (d—l,ma>.(),. RHan(d'l): minimum and 2pm 3935 39499 3950 39499 39499
maximum relative humidity and average relative [ sem ETVE) 096 30569 30553 30316
humidity of the day preceding the forecasted day pm 3140 40102 39952 39801 1503
. . - . S5 pm 7 . 713, 752.2 59
There are 7 input variables when wind speed is| >~ e il Sl W ol
. . . . & pm 3444 3444 35141 35322 3T00.6
considered. The output of ANN is P(d,t), whichhis toad at a om Sses S550 550 550 550
given hour : € pm 1718 1250 1750 4750 1350
 P(d-1,t): the load value of the day preceding the| °F= 364 330 330 4330 4330
f ted da at same hour 10 pm 4274 4250 4250 4250 4250
orecas . y L. 11 pm 3841 IBS0 3850 3850 3845
i WS(d,mm), WS(d,max), WSavg(d): minimum, 12 3488 3500 3500 3500 3500
midnight

maximum and average wind speed of the forecastgd da
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Table 3 Comparison of forecasted load and desired
load giving market clearing price as input

Time Drezired Forecasted

load load (AMW)

(AMW) giving price

as input
variahle
1 am 3730 3699.8
2am 3577 35854
3 am 3553 35077
4am 3450 34574
5am 3379 3385.5
£ am 3684 3665.2
T am 3722 35843
§ am 3557 3451.3
% am 3668 35252
10 am 3793 3651.1
11 am 3895 37528
12 noon 4009 39309
1 pm 3730 3706
I pm 3935 39459
}pm 4112 4056
4 pm 4140 4010.2
5 pm 3740 37138
f pm 3444 3444
7 pm 3868 3850
& pm 4218 4250
9 pm 4364 4350
10 pm 4274 4250
11 pm 3841 3850
12 3458 3500
midnizht

An average of the absolute error for one day neused

for an overall evaluation and comparison of the two

techniques

Table 4. Comparison of results giving historicaldo
temperature, wind speed, humidity and price astgpu

Inputs used MAPE (%)
Historical load only 2.14
Temperature 1.32
Relative humidity 1.40
Wind speed 1.49
Market clearing price 1.24
Considering all inputs except 2.29

price

A. Sengitivity Analysis

Sensitivity analysis is done to study the influeio€ input
variables on load forecasting. Here temperatuned\speed
and relative humidity are the input variables cdesgd in
load forecasting

The temperature is taken in the range betweent2&2°c.
The variation of forecasted load with temperatsrghown in
Fig.3. The forecasted load varies from 3708 to 308N in
this temperature range.

sensiivty andlysis-temperature

e forecasted koad varies from 3708 ta 3708.4 MV

|-

L L L L
= 3 7 A E) E]
tengeeyes s

Fig. 3 Sensitivity analysis with respect to tempeanea

The relative humidity varies in the range betwé8&f to
95%. The variation of forecasted load with relatinenidity
is shown in Fig.4. The forecasted load varies betw&/07.1
and 3707.2 MW.

sansiivty anaysis-humidity
T T

forecasted load varies from 37071 to 3707.2 MW

bk

W

TS

| ! | !
o 3 m 3 El ® i ]
ot i ()

Fig. 4 Sensitivity analysis with respect to relathumidity

The wind speed varies from 0 to 12km/hr. The vaneof
forecasted load with relative humidity is showrfig 5. The

forecasted load varies between 3716 to 3716.3. MW

sensibity analyss-humidiy
T T

.

forecasted load varies from 3707.1 to 3707 2 MW/
s _—
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Fig. 5 Sensitivity analysis with respect to wine:eg

Sensitivity analysis using ANN - LANCO, considering price only
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Fig. 6 Sensitivity analysis with respect to price

Q




International Journal of Emerging Science and Engieering (IJESE)

The price varies in the range between 7 to 12 K\WRir.  [9]
The variation of forecasted load with price is shawFig. 6.
The forecasted load varies between 377.83 and 294W
within this range of price. When price increasexslldemand

decreases

While considering the validation results for regeth [11]
system MAPE is less when temperature alone is deresil.
But for deregulated system MAPE is very less whemket
clearing price alone is considered. From sensjtiaitalysis
the forecasted load varies in wide range with Viemain
temperature. So temperature is the most influenaipat
variable.

VI. CONCLUSION

Load forecasting accuracy significantly impacts tost of
power utilities in operational planning of the emesupply.
ANN based short-term load forecast is being widedgd in
utility industry. This paper describes an ANN ba&d_F
with temperature, wind speed and relative humidgynputs
for regulated system and historical load and matlesring
price as inputs for deregulated system . The prexgbosodel is
tested on the actual load data of Kerala systemLamto
Kondappilli. The performance of the proposed madelws
low level of error and high degree of accuracy. dibeeloped
model results are then compared and sensitivityysisais
done to select most influencing input variable. Té®ults are
compared by calculating MAPE. From the results terafure
is the most influencing input for regulated systmd market
clearing price for deregulated system.
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