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Support Vector Machine For Classification of
Heartbeat Time Series Data
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Abstract—Support vector machine (SVM) is a relativahgew
machine learning tool and has emerged as a powetkdhnique
for learning from data and in particular, for solvig binary
classification problems. In the literature severadtatistical-
learning paradigms have been proposed for develgpa heart
rate variability analysis. SVM classification decisi which is
based on the feature extraction of Heart rate vability (HRV)
analysis. Results on a real-life long-term ECG recards of
young and elderly healthy dataset show that undenstable
SVMs provide a anticipating tool for the predictioof heart rate
signals, where as a feature of heart have been gatesl.
Feature extraction describes a pattern or relatiorgh between
input features and output class labels directly fnothe data. This
paper proposes several different techniques for Rkeat
extraction. The accuracy is obtained by using thengparison of
HRYV features.

Keywords-QRS detection algorithm, heart rate
(HRV), support vector machine (SVM)

varidtyil

. INTRODUCTION
HEARTBEAT recorded by the electrocardiogramadig

Ganesh Kumar

The analysis of HRV in individuals, including mettsofrom
nonlinear dynamics and taking the 24-hour heae &atd
blood pressure (BP) variations into consideratatogether
could well have the power to become a useful diatoo
tool, particularly in mild and long-term anti-hypensive
treatments [4].

The power spectral analysis is one of the most laopon-
invasive methods for monitoring the autonomic news/o
system control function. It is very sensitive toepvsmall
errors like finite sampling, noise recording
misinterpretation of R-Points, in the process cotinvg
surface ECG signal into HRV signal [5]. Entropy huads
exploit a symbolic representation of the HRV tineries.
Despite the serve reduction of information, theg able to
enhance relevant features of the signal. The mals
entropy analysis provides interesting indicatorstiie study
of time series plot, has been proposed for theuetiain of
respiratory sinus arrhythmia (RSA) [7] [11].

Statistical techniques are based on the estimatiothe
statistical properties of the beat-to-beat timeieserand
describe the underlying system’s average statidtieslaavior

or

reflects the physiological control mechanism of the ar the considered time window [8]. The hearthirae

autonomic nervous system on heart rate. This sHmotis
the decreasing and increasing trends and varialfitthe
variance of heartbeat. It is a time series datadbpicts the
number of heartbeat per unit of time which can vasythe
body need for oxygen changes such as exerciseeep.sl
Heart rate variability analysis is based on meaguthe
variability of heart rate signals and more spealfic
variations per unit of time of the number of hdagats [1].
HRV analysis is applied to the estimation of théoaomic
nervous balance, stress or relaxation condition tanthe
evaluation of mental or physiological workloadislderived
from the difference in time intervals elapsed be&twéwo
consecutive heartbeats called cardio intervalderirterval
between an R wave and the next R wave is the iexarthe
heart rate (R-R interval) and is measured in nsdéiconds
[2].

HRV is important because it provides a window tcerve
the heart's ability to respond to normal regulatonpulses
that affect its rhythm. A primary focus of clinicalork and
research is in observing or modifying the balance
regulatory impulses from the vagus nerve and syheapiat
nervous system [3]. Some researchers are focusiegtian
on other factors that regulate the heart, such fesmo

series classification is investigate with the rdatasets[9]
i.e. the dataset consists of long term ECG reogddiof
young and elderly (21-34 yr old) and twenty eldef®3-
85yr old) accurately screened by the healthy stbjec
underwent120 min of continuous ECG and respiratibn
signals were collected. The R-R interval time sefig each
subject was then computed. Subjects were told ¢athe
normally and an attempt was made to maintain the
respiratory rate at around 12 min. The original rtiesat
time series was corrupted by zero mean white Gaossi
noise [10]. The standard deviation of the noise selscted
appropriately in order to obtain the signal to moistio
(SNRs) between 0 and 5db.

Support vector machine (SVMs) [12] [13] are a ligky
new machine learning tool and has emerged as arfidwe
technique for learning from data and in particuléor
solving binary classification problem#t is based on the
developed theory were proposed. This made statistic
learning theory not only a tool for the theoretieaalysis
'but also a tool for creating practical algorithmer f
estimating multidimensional functions [14]. SVM atiucts

a hyper plane or set of hyper planes in high dinosas
space without any assumptions on the data disimibut

receptors, thermo receptors, and the renin-angten accordingly SVM is called by the name Support Vecto

system. HRV is affected by several factors suchgesand
health status. It decreases with age, lower amaaplp
who have an inactive lifestyle and among those Wwaee

Classification (SVC) and Support Vector RegresgBVviR)
[15] [20]. The classification problem can be rigséd to
consideration of the two-class problem without lasfs

medical conditions such as coronary heart diseas&enerality. In this problem the goal is to sepathe two

hypertension and diabetic neuropathy.
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classes by a function which is induced from avé@ab
examples. The goal is to produce a classifier withtwork

qWell on unseen examples. The linear classifieeimed the

optimal separating hyper plane. Intuitively, we \Wbexpect
this boundary to generalize well as opposed to atieer
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possible boundaries. Larger and more complex dieaton

problems have been attacked with SVC [16] [17].

The advantages of classical SVC are: a global mimm
solution; relatively fast training speed for largeale

learning tasks; and sparseness in solution reptassEm

Notably, has applied SVC to the exacting problenfaok

recognition, with encouraging results. In conclusi&VC

provides a robust method for pattern classification

minimizing over fitting problems. They use a hypesls

space of linear functions in a high dimensionaltdea
space, trained with a learning algorithm from ojation

theory that implements a learning bias derived from

statistical learning theory. This study investigatéhe
problem further,
computation methods, extracts more features [18], &ses
different datasets. It compares Support Vector NMazh
(SVM) [19] [20] during different neural network-tes
classifiers and studies their hardiness to noista.d@he
execution of the proposed approach is tested amidett
utilizing an electrocardiogram recording of heaatheataset
[21].

PROPOSED MODEL FOR HEART RATE
VARIABILITY ANALYSIS

The proposed methodology for the features of HEate
Variability (HRV) analysis is based on using Sugpéector

examines a larger number of HRV
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Fig 1 Proposed SVM model for HRV analysis

2.2 Data Preprocessing
Before training the SVM classifier, the datasetudtidbe
reprocessed to remove the redundancy presentidata

Machine (SVM) for detecting the Normal and Abnormagnd the non-numerical attributes should be reptedeim

conditions of the given parameters, which leadsadous
attacks. The Support Vector Machine classifier apph for
this purpose has two phases; training and tedfingng the
training phase, SVM classifier is trained to captuhe
underlying relationship between the chosen inputsl a
outputs. After training, the classifiers are testgth a test

numerical form suitably.

2.3 Data Normalization

During training of the Support Vector machine ciiss

higher valued input variables may tend to supptéss
influence of smaller ones. Also, if the heartbeatadis

data set, which was used for training. Once the Svndirectly applied to the SVM, there is a risk of Simulated

classifiers are trained and tested, they are réadyetecting

the intrusions at different operating conditionsheT
following issues are to be addressed while devebpp@En

SVM for Heart Rate Variability Analysis [13]:

Data Collection

Data preprocessing and representation
Data Normalization

Selection of HRV features

Training and Testing classification

agrwnNPE

Figure 1 shows the schematic representation ofsthees
to be addressed while developing a SVM model foarHe
rate variability analysis.

2.1 Data Collection

There are two ways to build HRV analysis, one isreate
our own simulation classifier, and collect relevdata and
the other one is by using previously collected skt
Issues like privacy, security, and completenessatyre
restrict people from generating data. The beautysihg
previously collected datasets is that the resuda be
compared with others in the literature. Not manyadsets
have being collected that could built HRV analysistems.
Some of the popularly used long term electrocardiog
(ECG) recordings of younger and elderly healthyagets
are Fantasia (Disney, 1940) data set which ardadliin
the MIT [9].
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noise reaching the saturated conditions. If thesewiget
saturated, then the changes in the input valuepndtuce
a very small change or no change in the outputevalio
minimize the effects of magnitudes among inputeel as
to prevent saturation of the noise activation fiorgt the
input data is normalized before being presentadd&SVM
classifier. One way to normalize the data x is bing the
expression:

—m 2P + starting value
LY T AN
where, xis the normalized value ang,xand X, are the
minimum and maximum values of the data.

2.4 Selection of HRV features
To make a SVM classifier to perform some speciéiskt
one must choose number of trained and testing seta
which utilizes the R-R detection Algorithm pasdes signal
through a low-pass and a high-pass filter in otdereduce
the influence of the muscle noise which is computgdhe
way of statistical HRV features based on the RRhaig
mean value. These features are extracted by the SVM
classifier.
2.5 Training and Testing Classification
Once the appropriate features of the heart rat@hbibity
signals are selected, the SVM classifier modetaseéd to
capture the underlying relationship between theutirgmnd
output using the training and testing data. In tiwerk,
trained and tested data, which constructs the stippotor
(data point at the margin).These classificationdpoe the
accuracy result of the SVM model.

K=
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. REVIEW OF SUPPORT VECTOR MACHINE

Support Vector Machine (SVM) [22] is a learning riae
that plots the training vectors in high dimensiofedture
space, and labels each vector by its class. SVMsifies
data by determining a set of support vectors, widch
members of the set of training inputs that outlandyper
plane in feature space [23]. The SVM is based eridha of
structural risk minimization, which minimizes the
generalization error, i.e. true error on unseemgtas. The
number of free parameters used in the SVM dependbe
margin that separates the data points to classeadiwon
the number of input features. Thus SVM does notiireca
reduction in the number of features in order toidnaver
fitting. More formally, a support vector machinenstructs
a hyper plane or set of hyper planes in a highnéinite
dimensional space, which can be used for classdita
regression, or other tasks. Intuitively, a goodasafion is
achieved by the hyper plane that has the largstardie to
the nearest training data points of any class é&led
functional margin), since in general the largerniargin the
lower the generalization error of the classifiar.this two
class classification problem we assume we are g&en
training data setXx € R", d, € {-1,+1}, and an indicator
function f which is the bipolar signum function which wil
ultimately permit a mapping from each of the inpoints
X to the appropriatdy ClassC; points will be indicated by
a+1 which we refer to as positive samples: claspoints
will be indicated by a-1 and thus called negatiaengles
[24]. Note that linear separability implies that egn find an
oriented hyper plane defined by a set of weightand a
bias oy (assuming that the weight vector is not augmente
which separates the positive data points from thgative
ones. For all points on the hyper plane we know Wa
X+we=0, which is the defining equation of the hypemgla
The hypothesis space under consideration is theoket
functions:

f (X,Wgg) = sign (W- X+vo)

V. SIMULATION RESULT

This section presents the details of the simulattudy
carried out on Fantasia (Disney1940) Dataset [$5jguthe
proposed method. This data set was collected bylatmg
a physiological signal achieves for biomedical aech,
operated like a real environment and being blastét
multiple attacks. Each long term ECG records ofngmar
and elder healthy subjects contains 10 input featwhich
is given in table 1 and one output that is labedsdeither
normal or as an attack. They are younger and adetder
features contains thiventy young (21 - 34 years old) and
twenty elderly (68 - 85 years old) rigorously-scred
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computed. The original data contain 10 samples #2000
records. Among them only 1000 records randomly for
developing the Support Vector Machine classifiaati®he
details of the records selected for training arstirig the
SVM classifier is given in the table Il. Among tkeSVM
classifier trained and tested data, which contdie t
development of QRS detection algorithm [25], in sthe
signal passes through the low pass and high plss ifi
order to reduce the influence of muscle noise, pdine
interference, T-wave interference. In these alporitised to
produce the several HRV features such as StatistiBy/
features, Prediction based HRV features and Wav&Ry
features.

Table | Distribution of Data

Total Number of Samples : 10

Data Distribution | Normal Abnormal
Training: 5 3 3

Testing: 5 2 2

The SVM model is developed using MATLAB 7.5b in
Pentium 4 with 2.40 GHz processor with 256 MB of RA
The Support Vector Machine classifier contains thee
processes such as input layer, support vector ¢hidalyer),
output layer (decision). In these support vectorchivze
classifies the trained and tested data which iedas the
data point at the margin called the support vecidre
performance of the support vector during the trgjnand

(Iﬁsting data is shown in fig 2

Figure
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Fig 2 Training and Testing Performance of suppettor

After training and testing data, the generalization
performance of the support vector achieved by ésailt is
96.63%. The performance of the proposed Supportovec
machine classifier, which is implementing the HR3atures
and it, is presented in the table II.

healthy subjects underwent 120 minutes of contisuod able Il Performance of proposed SVM model

supine resting while continuous electrocardiogragfBiCG),

and respiration signals were collected; in haléath group,
the recordings also include an uncalibrated contisunon-

Testing

Total
Performance

Normal | Abnormal

invasive blood pressure signal. Each subgroup bjests
includes equal numbers of men and women. All subjed
remained in a resting state in sinus rhythm whitching
the movie Fantasia (Disney, 1940) to help maintain

No.of correctly
classified

samples 4

wakefulness. The continuous ECG, respiration, avitefe
available) blood pressure signals were digitize@%0Q Hz.
Each heartbeat was annotated using an automa

Percentage f 80.4% 100% 90%

delassifier

(0]

arrhythmia detection algorithm, and each beat aatioot

accuracy

was verified by visual inspectionThe R-R interval
(interbeat interval) time series for each subjeeis when
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V. CONCLUSION AND FUTURE WORK

In this paper, a support vector machine classiboator the
heart beat time series was proposed. A simple stppotor
machine classifies the data with the performanctaifed
and tested data. The performance of the supporiowec([18] I.G" uler and E. D. " Ubeyli, “Multiclass supporeator machines for
machine was measured by using the tested data REssilt
shows that the proposed approach works well inctietp
different attacks and is comparable to those regoih
literature. Hence as an enhancement to this propasek,
future research will be directed towards the gdirea
discriminates methods which are used to comparke tli
approach of SVM.
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