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Abstract—Routing in wireless sensor networks has beenrhis |eads to the need for an energy-efficient anabust

considered an important field of research over tphast decade.
Wireless sensor network essentially consists of da¢asor Nodes
and Video Sensor Nodes, which senses both sound aatiom of
events. Single path routing protocol has been uded route
discovery. Though this protocol reduces computaticomplexity
and resource utilization, there are some disadvagea like
reduced network throughput, network performance, ieased
traffic load and delay in data delivery. To overcemthese
drawbacks a new protocol called Interference Aware Mudath
Routing(IAMR) is proposed to improve the reliabilityf alata
transmission, fault-tolerance, Quality of Servicélere, the traffic
intersection spread out among the multiple path$ig technique
is applied between the sources and sink to reduceting
overhead and energy consumption. The proposed grot is
simulated using NS2.

Index Terms— Wireless sensor network (WSN) , Sing&th
routing, Mulitipath routing , path cost

I. INTRODUCTION

Routing in WSN has been considered as an impditddtof
research over the past decade. Wireless SensaoNst
consists of light-weight, low power, small size sennodes.
The areas of sensor network are distributed irovarfields
such as civil, healthcare, environmental and coroiaker
issues. Some of the well-known applications arerery
control, surveillance, energy management etc. Nadasbe
deployed in two ways namely
pre-engineered way. Since the price of the noddsvis
nearly thousand to million nodes can be deployda: Main
responsibility of the sensor nodes in each appdinais to
sense the target area and transmit their collenfedmation
to the sink node for further operations. Resoungdtions of
the sensor node and unreliability of low-power Viss links
[1], in combination with various performance demaraf
different applications impose many challenges isighing
efficient communication protocols for wireless smns
networks [2].

Meanwhile, designing suitable routing protocols fuufill
different performance demands of various applicetids
considered as an important issue
networking. Sensor nodes transmits the measuredadizr

in wireless sensghole process and how it is done.

protocol designed with the unique features of senstworks
considered. Some of the protocols designed recdatly
WSNSs use a single path to transmit data. The urfiegieires
to be considered are power limitation, addressomyention
etc. Optimal path is selected based on some médikies
gradient of information, distance of destinationetiMork
reliability is the feature prioritized in the desigf routing
protocols for multiple paths.

The need for routing process is that, most of tkistiag
routing protocols in wireless sensor networks agsighed
based on the single path routing strategy withouasitering
the effects of various traffic load intensities eTerformance
requirements needed for an application to trangraific
towards the sink node are fulfilled by each andeggeurce
node in single path routing strategy. Although eadiscovery
through single-path routing can be performed withimum
computational complexity and resource utilizatiotine
limited capacity of a single path highly reduces dichievable
network throughput. Furthermore, the low flexilyilibf this
approach against node or link failures may sigaifity
reduce the network performance in critical situagidn order
to cope up with the limitations of single-path riagt
techniques, another type of routing strategy, wiscballed
the multipath routing approach has become a pramisi
technique in wireless sensor and ad hoc networlens®

random fashion odeployment of the sensor nodes enables a multipating

approach to construct several paths from indivicdkeadsor
nodes towards the destination [3]. Discovered patrs be
utilized concurrently to provide adequate netwakaurces
in intensive traffic conditions.

The new protocol named Interference Aware Routing
Protocol (IAMR) has been proposed to reduce theggne
consumption and routing overhead during the trassiom of

data between the sources and sinks that is common i

Multi-path concepts. The rest of this paper isaniged as
follows. The related work with a brief descriptiabout the
multipath routing is presented in Section Il. Saatilll

includes Problem Statement, which gives the needHhe
Section IV djmeci
Routing protocol, which explains the design, theduoies

processing to a base station named sink node thraug with its input and the framework of the IAMR. PRarhance

wireless channel. The sink node collects data fatinother

nodes and analyzes them to derive the resultstiteractivity

performed. Sinks are efficient data processor Hwis as
gateways to other networks. Key issues to be hdndte

energy constraints that are stringent in natureth@edensors
that are vulnerable to dynamic environment.

Manuscript received August, 2013

evaluation, its analysis and the results in grapimét are
described in Section V. Section VI concludes aralipes
directions for future works.

II. RELATED WORK

Energy-Efficient and Collision-Aware Multipath Rdng
Protocol (EECA) is an on-demand multipath routingtpcol
and uses the location information of all the semsmies to
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source-sink nodes [4]. EECA aims to reduce the thema
effects of wireless interference through constngctiwo
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paths in both sides of the direct line between thare propagated over several paths, it provides ehigh
source-destination pair. Furthermore, the distame®veen throughput, more balanced energy consumption and

these two paths is more than the interference rafighe
sensor nodes. In the first stage of the route digoprocess,
the source node checks its neighboring nodes t tfivo
distinct groups of the nodes on both sides of tinectline
between the source-destination pair. After finditige
neighboring sets, the source node broadcasts a&Request
packet towards these nodes to establish two nasjehti
paths.

Although EECA tries to discover the two shorteghpasuch
that their distance from each other is more thaarf@rence
range of the sensor nodes, it needs the nodes to
GPS-assisted and relies on the information provioedhe
underlying localization update method. These regoénts
increase the cost of network deployment and intgribie
communication overhead, specifically in large arehsk
wireless sensor networks. In addition, as low-powieeless
links exhibit significant signal variations over mi,
calculating the interference range of the sensdesdased
on the distance may not result in an accurate feremce
estimation. Moreover, while
minimum-hop paths can theoretically reduce endrgbaelay
and resource utilization, however, using such paths
low-power wireless networks increases the prolgbiif

improved latency [5,6].The broadcast nature ofwireless
medium to estimate inter-path interference and bésta
interference minimized paths in a localized man8erce the
existing protocols mainly utilize the node residbattery life

to determine the optimal traffic rate of the pathgy do not
account for the effects of wireless interference¢hancapacity
of individual paths. Through including the expeded

interference level in the load balancing algorithme

consider the effect of interference on the toleratdffic rate
of the paths.

Tee neighborhood information is acquired by eadteria the
initialization phase. This information will be usiedthe route
discovery and establishment phase to find the best hop
node towards the sink. The route discovery aratbishment
phase is triggered whenever an event is detect@tie

outcome of this phase is multiple-interference-mined

paths between the source and the sinks. Findléy route

maintenance phase handles path failures during data

transmission. The load balancing algorithm is takere by

transmitting data ovedistributing the traffic over the multiple estabksl paths.

When a route is established the node starts tréirsgnilata.

IV. IAMR ALGORITHM

packet loss and intensifies the overhead of packgl he effort to support QoS demands, there areyman

retransmission over each hop.

algorithms and protocols for different layers o€ tiVvSN

Ad hoc On Demand Multipath Distance Vector Routin%rotocol stack. In contrast, IAMR protocol enalites source

extends AODV to provide the multipath. Here eadchute
Request and Route Reply defines an alternative toathe
source or destination. Node-disjointness is acdeby
suppressing duplicated Route Request at interneedi@des.
Routing entries contains the list of next hops imaok the

nodes to discover several paths towards the déstin&ince
in multipath routing technique data packets areppgated
over several paths, it provides higher throughpugre
balanced energy consumption and improved latency.

multiple paths are maintained. AOMDV introduces thé\. Design

maximum hop count value which is the advertised ¢amymt
for a node i in destination d. Alternative pathsiatle i for
destination d is introduced with a lower hop coualtie than
the advertised hop count. Since sensor nodes fiated
energy capacity, the quality of some applicatieriafluenced
by the network lifetime and the energy consumptiohe
multipath routing protocol utilizes a multipath timg

The design of the process is given in the Figurehich

explains how the working process is taken over. The

neighborhood information is acquired by each nodé¢he
initialization phase. This information will be uséar the
route maintenance and establishment phase to fied t
next-hop node towards the sink. The route disgoeed
establishment phase is triggered whenever an eigent

approach to provide energy-efficient communicationgetected. The source node starts the route disgover

through balancing of the network traffic over mpiiéi paths.

To this aim, the residual battery lives in the reodee the most
important metric considered in the route discovphase.

Nevertheless, as this protocol neglects the effaftigreless

interference and assumes error-free links, it caachieve

significant performance improvement in throughpud data

delivery ratio.

. PROBLEM STATEMENT

In WSN, designing routing protocols is a big chadje
because of the stringent QoS requirement of throuigand
delay. Designing an energy efficient
communication protocol to satisfy
requirement of different application in wireleseser node is
a limited process. Most of the existing routingtprols are
based on single path routing strategy which arkedaio

support high data rate. End-to-End throughputrigeéd here
and due to constant flow data it consumes more atmoiu
energy. In contrast, multipath routing protocomalgle the
source nodes to discover several paths towards

destination. Since in multipath routing technigagadpackets
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low-overhead
the performance

the

transmitting a route request packet towards thersile.
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Whenever a node receives Route Request (recvRREQ)B. Route Discovery and Establishment phase

checks whether it is an active node or disabledse of low
transmission cost or a new node.For a new nodeniputes
the transmission cost and compares it with theipusvcost.
If the new node cost is minimum than existing ndluen it

will precede the route discovery with new path wahis

random channel. Otherwise, it will keep the presiowde
itself.

The next step is to check whether it know a route
destination. If yes it will send a Route Reply(seREP). If

not it will send a Route Request(sendRREQ) andlitepeat

Whenever the event is detected the route discqveage is
triggered. After the discovery, it uses the newhiood table
and update it. The source node starts data traegmiby
sending Route Request to the neighbor node. Adtiving
the route request packet, the node will calculate
transmission cost for the neighboring nodes whikh reot
included in any path from the current source tosink. This
tavoid the same node included in the different pathe node
with  minimum cost is included in the path selection
Transmission of packets is through the node whiavirty

the process. Whenever a node receives RouteReplwer cost

(recvRREP), it checks for the channel conflict thatnode is
currently using by other path. If yes, it will ugtd its channel
and check whether it is a source, if it is a sotine@, the route
is established between the source and destinatifise, it
won't update its channel but if it is not a southen it will
send a Route Reply(sendRREP) and repeat the process

B.Initialization phase

In IAMR protocol, each node obtains its neighbowrho
information, which also includes the ETX cost of it
neighbour towards the sink. The ETX value of a Imdicates
the required number of transmissions for succegsiaket
reception at the receiver. Thus, ETX is affectedhsy link
loss ratio, the difference between forward and hack
reception rates and the interference level of assgige links
(i.e., intra- path interference)[8].

The ETX is the Estimated Transmission cost of ewate is
used to calculate the path cost. Thus the ETXevédu
calculated, which gives the cost of the neighberarals the
sink[7]. This value indicates the required numbsr
transmission for successful packet reception atebeiver.
The ETX value of the link is defined as follows:

ETX = (4.1)
p=q

Where p and g are the probabilities of forward badkward
packet reception over that link. Each of the ncaleulates its
own accumulatedETX value to the sink node

accETX, = accETX; + -
pi_;iftri_;i

Node i receives a broadcast packet from nodespues the
cost included in this packet as the accumulatedE€d3t of
node j to the sink. The path cost is calculatee fier each
path and the transmission of data packet is basdkiab cost.
Initially a set of data packets are forwarded teeohodes and
the number of successful packets received is redoiSio that,
it will record p and q value in the neighbourhoatle. Then,
the sink node sets its cost as zero and broadtadise
neighbours. Whenever a node receipasket with cost, it
records the retrieved cost as the acCETX costeafétighbour
node. For example, when node i receives a broageaget
from node |, it saves the cost included in thisked@s the
accETX cost of node j to the sink.

Node i should broadcast the newly calculated actaten
ETX cost if it is lower than the current cost ofdea towards
the sink. In fact, whenever a node receives a lmastacket
from one of its neighbour's, it should calculates it
accumulated ETX by equation 4.1 and broadcasttilat if
it is lower than its current ETX cost towards theks In
addition to the initialization phase, the cost updarocess
should also be performed during normal network afian
whenever a node finds a new transmission costaitik.

(4.2)
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1

Cost; ; = (RECETX_I + ) . K (4.3

) pi,_;iftri,_;i
].l:l +iI!EL'EI!j':|

Where K= (
resgatt,

In Equ (4.1), accETKis the ETX cost of nodgto the sink,
which is contained in the neighborhood table ofaiogi,jand
gijare the forward and backward packet reception rates
between noda and nodej, respectively. resBattis the
remaining battery level of nodeexpressed in percentage
.Interference Level is the maximum interference level that
nodej has experienced. Path memebership variable is used
where it sets 1 for Route Request, it will showt thze
particular node is already used by another pathtomatic
Repeat Request is used for ensuring packet delivery
Receiving a Route_request packet at the source node
indicates that the algorithm cannot establish amoth
node-disjoint path. When the sink receives a Roetguest
packet, it replies by transmitting a Route_replgksa along

the reverse path. Here the Path membership Varfab
Route _reply is set as 2 to indicate an active patbsing
through this node.

In order to reduce the end-to-end latency, it stadcket
transmission immediately after the first path isabbshed.

To initiate the second path, route discovery widng
Route_request to another path. The source nodigbdies
data packets over the first and second path usiagdad
balancing algorithm. Received Packet Throughput(RBT
used at the sink node to measure the performance
improvement. It is calculated for each data pacKeim
source node separately. Positive feedback is teetid path
which is having higher RPT and sends negative faeklb
which has lower RPT. Suppose if there are n nusbér
paths are established and data packets are beimgntitted
through n paths, then it compares RPT of n pattis thie
RPT of n-1 paths and decides if transmitting ohern paths
results in higher performance.

In order to reduce the end-to-end latency, it stadcket
transmission immediately after the first path isabbshed.

To initiate the second path, route discovery widng
Route_request to another path. The source nodigbdies
data packets over the first and second path usiagdad
balancing algorithm. Received Packet Throughput(RBT
used at the sink node to measure the performance
improvement. It is calculated for each data pacKeim
source node separately. Positive feedback is teetid path
which is having higher RPT and sends negative faeklb
which has lower RPT. Suppose if there are n nusbér
paths are established and data packets are beimgntitted
through n paths, then it compares RPT of n pattis thie
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RPT of n-1 paths and decides if transmitting ohern paths

results in higher performance.

V. PERFORMANCE EVALUATION

We conducted simulations of the proposed IAMR protosing
NS2 network simulator and its performance is compavitd

EECA[4], which is the only protocol available in tliterature .

Table 1 show the parameters used in the simulation.

A. Smulation Parameters

TABLE |
ASSUMED PARAMETERS

Parameters Value
Transmission range 250 m
Simulation Time >800s

Topology Size 1000m x 1000m
Number of Sensors 25 & 50
Number of sinks 1

Traffic type Constant bit rate
Packet size 512 bytes
Bandwidth 2Mb/s
Transmission range 250m
Interference range 550m

Initial energy in batteries 10 Joules
Energy Threshold 0.001mJ

B. Smulation Results

1) End to End Delay: The capability of IAMR to meet the
delay requirements is shown in Figure 4 (a) andifeigh(b). °
As the offered load grows, the average queue leagdach

node increases and data packets suffer longer opgeue

The X co-ordinate is considered as Packet Generatio
Interval and the Y co-ordinate is considered as ®nfnd
delay. The scaling for X axis is 50ms per unit &héxis is
5ms per unit. Initially, as interval increases #ral to end
delay of EECA increases, gradually to a higherlledereas
IAMR has low end to end delay.

—— IAMR

3.5

25

15
1 A/"

0.5 —'—

Delay(Sec)
*

0.05 01 0.15 0.2 0.25 0.3

Packet Generation Interval (Sec)

Figure 4(b): Delay for 50 nodes

2) Packet Generation: The number of packet generated with
respect to the interval taken for generating thekets.
Comparison of packet generation of IAMR and EECA
protocols is shown in Figure 5(a) and Figure 5{f)e X
co-ordinate is considered as Packet Generationvaitand
the Y co-ordinate is considered as number of packet
generated .
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delays. Figure 4(a) and Figure 4(b) shows the coisqa of
end to end delay of IAMR and EECA protocols.

Figure 5(a): Packet Generation for 25 nodes
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Figure 4(a): Delay for 25 nodes
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Figure 5(b): Packet Generation for 50 nodes
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Initially, as interval increases, the packet getienaof
IAMR increases gradually to a higher level wherB&CA [y
has low Packet Generation.

3) Throughput: Figure 6(a) and Figure 6(b) shows th

comparison of throughput of IAMR and EECA protocdlbe 2]
X co-ordinate denotes the packet generation intexmhere
the Y co-ordinate denotes throughput at each iateriFrom
the plotted graph the throughput for IAMR is highban

EECA. 3]
[4]
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Figure 6(a): Throughput for 25 nodes
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Figure 6(b): Throughput for 50 nodes

VI. CONCLUSION

A Multipath routing protocol is implemented to ingge QoS
demands for event-driven applications in Wireleensser
Network. The nodes are generated and the ETX isost
calculated for each node by using the forward aackiard
probabilities of successfully received packets. stCois
calculated for each node based on which the packet
transmission takes place. The graph plotted forrdisaltant
values is compared with EECA based on the varioeisics
like End to End Delay, Throughput, and Packet ggiean.
IAMR achieve low energy consumption since it empltiye
available energy resourcefully. The Interference afav
Multipath Routing protocol can also be applied for
multimedia data and for the mobile nodes in future
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