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Abstract— Speech is a biomedical signal used by the human 

beings to communicate. It is generated by exciting the vocal tract 

from the impulses of the air coming from the lungs through the 

vocal cords. Sometimes, the speech generated may not be 

adequate for understanding or transmission. In that case, it is 

modified using the concepts of speech processing. In this paper 

the singular value decomposition (SVD) technique is used to 

process and the output are evaluated using informal listening tests 

for investigating its effect on perception. This technique may have 

applications in speech compression, speech enhancement, speech 

recognition, and speech synthesis. The speech signal in the form 

of vowels-consonant-vowel (VCV) was recorded for the six 

speakers (3 males and 3 females). These VCVs were analyzed 

using SVD based technique and the effect of the reduction in 

singular values was investigated on the perception of the 

resynthesized VCVs using reduced singular values. Investigations 

have shown that the number of singular values can be drastically 

reduced without significantly affecting the perception of the 

VCVs. 

Keywords— Speech signal, Speech generation, Speech 

processing, Speech compression, Singular value decomposition. 

I. INTRODUCTION 

Speech is the most important medium of communication 

between humans. Speech may contain message or any 

information. In terms of the signal speech may be defined as 

the signal carrying the message as the information in the 

acoustic wave form [1]. Speech signals may also consist of 

periodic sounds containing noise and some shirt silences. The 

vocal organs in human are in motion continuously, so the 

signal which is generated is not stationary [2]. The vocal 

cords are the primary source for speech production in humans. 

The process of human speech generation can be subdivided 

into three parts; the lungs, the vocal folds and the articulators. 

The vocal cords are vibrated when the adequate amount of air 

pressure is generated. The vocal cords are vibrated when the 

adequate amount of air pressure is generated by the lungs 

which act as a sound source and a set of filters that modifies 

the sound [3], [4]. 
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The vocal cords are vibrating valve that caused due to the 

airflow from the lungs generating the audible pulses 

that form the laryngeal sound source which adjust the 

length and tension of the vocal cords for the fine pitch 
and tone. The articulators articulate and filter the sound from 

the larynx and also strengthen or weaken the larynx as a sound 

source. The combination of vocal cords with the articulators 

is capable of generating highly intricate arrays of sound. 

Normally the speech frequency ranges from 60-7000 Hz but 

in males it is 60-180 Hz and 160-180 Hz in females [3].The 

human speech production is shown in Fig.1. 

                               

 
Fig. 1 Human speech production system [5]. 

In order to understand the impact of speech signal 

information, the speech recognition phenomenon is used. The 

speech recognition involves the process of generating the 

sequence of words which are almost equal to the input speech 

signal [6]. The signal models are very important to provide 

the information regarding signal processing system for 

processing the signal to obtain desire output and information 

regarding the source signal without its availability [7].Speech 

compression is the process of obtaining the compact speech 

signals for the efficient transmission or storage [1]. Due to 

complexity in the signals possessing varying nature, the 

signals are being compressed. This will also reduce the 

computational complexity of the signals [8]. For the 

compression of the signal, the information contained in it 

should be represented in small number of coefficient without 

losing its quality [9]. SVD is one of the speech compression 

techniques. It is used for reducing the complexity for 

computational process and noise reduction in the speech 

signal [10]. The speech consists of vowels and consonants. 

The vowels are produced when the vocal cords are closed, so 

all the vowels produced are voiced in nature [1].  
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Consonants are basically defined as the sounds which are 

articulated by temporary obstruction in the air stream passing 

through the mouth. The articulators cause the obstruction 

which may be total, intermittent, partial or narrowing 

sufficient to cause friction. Almost all the articulators are 

involved in the articulation of consonants. The consonants 

may be divided into unvoiced and voiced consonants. Voiced 

consonants are those which are articulated with the vibration 

of the vocal cords and the unvoiced consonants are articulated 

without vibration of vocal cords. During the production of 

unvoiced consonants the vocal cords are kept apart [11].The 

objective of this paper is to investigate the effect of voiced 

and unvoiced consonant of the input speech on the perception 

of the processed speech signal. The scope of this paper is 

limited to only the processing and evaluation of voiced and 

unvoiced consonants. The detail of SVD is given in the 

following section. The methodology of the investigations is 

presented in Section III. The results and conclusions are 

presented in Section IV. 

II. SINGULAR VALUE DECOMPOSITION 

The important parameters of a given speech signal can be 

derived by using the Singular value decomposition (SVD). 

SVD is very important for signal processing techniques such 

as image coding, signal enhancement and image filtering. 

SVD technique has been used to remove additive noise by 

varying the singular spectrum of the observed matrix of the 

speech signal [12]. In linear algebra, SVD is very important 

for mathematical aspects, calculating rank of the matrix, also 

the approximation of the parent matrix can be done by SVD. 

The SVD can be used in many other applications such as least 

square approximations for solving linear equations of the 

given system [13]. SVD has also find application in the 

speech enhancement of a given input signal. In this technique 

there were two SVD used and were applied to the 

overextended and over determined matrix which were 

obtained from the signal containing noise. Here SVD has been 

used as a pre-processor for recognising the speech signal [14]. 

For the enhancement of a given signal, robust speech 

recognition technique using SVD has been proposed to 

remove the noise in the signal due to environment which was 

increasing due to varying noise source [12]. Dendrinos et al. 

has also proposed the method for enhancing the speech signal 

using SVD which was based upon the idea that the given 

speech signal contains some of the Eigen vectors and its 

corresponding values and values contain the signal containing 

noise [15]. SVD in time domain has also been used for the 

enhancement of speech signal by separating the signal and 

noise from the input speech signal. In this technique the initial 

parameters has been estimated for enhancing the signal 

resulting in the improved signal to noise ratio of the signal 

[16]. 

III. METHODOLOGY 

 For analysing the speech signal, let  ,  S t be any 

singular matrix, representing the spectrogram of the given 

speech signal    s t . The short time Fourier transform of 

input speech signal may be written as  

       ,   ,  ,  ,
T

S t U w t E w t V w t 
 

where V(ω,t) is n k  unitary matrix, E(ω) is an k k  

rectangular diagonal matrix having singular values, and 

V(ω,t)
T
 is conjugate transpose of V(ω,t) is an k n  unitary 

matrix [17].The recording of the six speakers including three 

males and three females having age between 20-25 years has 

been taken at the sampling frequency of 16 kHz. The recorded 

speech was segmented into different vowel consonant vowel 

(VCV) to investigate the effect of voiced and unvoiced 

consonants on the perception of the input speech signal. 

Various spectrograms of the segmented VCVs were obtained. 

The SVD of the spectrogram was taken for a particular band 

of value. The perceptual evaluation of the synthesized speech 

was carried out. 

Table 1 Maximum and minimum SVD ratio in the 

unvoiced and voiced consonants for the synthesized and 

noise signal, respectively. 
Speakers 

 

Unvoiced Consonant Voiced Consonant 

Max.SVD 

synth ratio 

Min 

SVD Noise 

ratio 

Max.SVD 

synth ratio 

Min 

SVD Noise 

ratio 

Sp1 120:129 1:10 120:129 1:10 

Sp2 120:129 1:10 120:129 1:10 

Sp3 120:129 1:10 120:129 1:10 

Sp4 120:129 1:10 120:129 1:10 

Sp5 120:129 1:10 120:129 1:10 

Sp6 120:129 10:20 120:129 1:10 

IV. RESULTS  AND CONCLUSIONS 

The investigations were carried out using perceptual 

evaluation and spectrograms of the synthesized speech. Table 

I shows the maximum and minimum SVD ratio in the 

unvoiced and voiced consonants for the synthesized and noise 

signal, respectively. The spectrogram of two VCVs for six 

speakers is shown in Fig. 2 to Fig. 13.  

 

Fig. 2 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp1. 
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Fig. 3 Spectrogram of voiced consonant vkxk  (a) Original 

speech signal (b)Synthesized speech signal (c) Noise 

speech signal for Sp1.   

 

Fig. 4 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp2. 

 

Fig. 5 Spectrogram of voiced consonant vkxk  (a) Original 

speech signal (b)Synthesized speech signal (c) Noise 

speech signal for Sp2. 

 

Fig. 6 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp3. 

 

Fig. 7 Spectrogram of voiced consonant vkxk  (a) Original 

speech signal (b)Synthesized speech signal (c) Noise 

speech signal for Sp3. 

 

Fig. 8 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp4. 
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Fig. 9 Spectrogram of voiced consonant vkxk  (a) Original 

speech signal (b)Synthesized speech signal (c) Noise 

speech signal for Sp4. 

 

Fig. 10 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp5. 

 

Fig. 11 Spectrogram of voiced consonant vkxk (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp5. 

 

Fig. 12 Spectrogram of unvoiced consonant vkdk (a) 

Original speech signal (b) Synthesized speech signal (c) 

Noise speech signal for Sp6. 

 

Fig. 13 Spectrogram of voiced consonant vkxk  (a) 

Original speech signal (b)Synthesized speech signal (c) 

Noise speech signal for Sp6. 

The first column shows the spectrograms of the recorded 

VCVs and the second column shows the spectrograms of the 

synthesized VCVs and third column shows the spectrogram of 

VCVs having noise in the signal at different singular values. 

The spectrograms of the synthesized VCV are smooth and 

visually similar to the original recorded VCVs.  It was 

observed that first four or five band of values of the singular 

matrix are enough to synthesize the VCVs with satisfactory 

quality. It was also observed that there was some effect on the 

identity of the speaker when the important singular values 

from the beginning of the singular matrix were made zero. 
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