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Abstract:- Software testing is a pervasive activity in software
development. Testing is widely used to reveal bugs in real
software development and is also an expensive task. Testing is
expensive due to the fact that it takes very long time to execute
the whole test suite. The initial test suiteis very large in size and
has redundant test cases. So it is necessary to apply some
selective techniques in order to reduce the large size of the initial
test suite to a manageable size and make it feasible for practical
execution. In this study, Hierarchical clustering approach is
presented and implemented on the initially generated test suitein
order to reduce its size and partition it, into a fixed number of
clusters. Here, a branch coverage criterion is selected as the code
coverage criteria and for the determination of the number of
clusters.

Keywords. Software Testing, Test suite Minimization, Data
Clustering, Hierarchical Clustering.

. INTRODUCTION

To reveal bugs, software testing and retestiogurs

One by manually and second by using automation
techniques. The manual way of designing is veryetim
consuming and error prone. So to save time, autmmat
techniques are used for test case generation. Bettd
automation in the test case generation, large addndant
test cases are generated which take longer time for
execution. Thus, it is very important to develophtgques
that will help in tackling the aforesaid problemadnder to
reduce the time and cost devoted in testing.

II. TEST SUITE MINIMIZATION

Test objectives or requirements are usuallyindd
before the software is tested are very differentmfreach
other and may also vary in granularity. A test case
requirement can be defined with a small granuldikiy the
coverage of the every statement and on the othwt, litacan
be defined with large granularity, such as the cage of

continuously during and after software developmengyery user requirement. As one test case is néitiut to

Typically, a test suite should be prepared befarial
testing starts. As software evolves and grows restvdases
are added to the test suite. Over time, some &sstscin the
test suite become redundant as the requirementeah\boy
them are also covered by the other test casesedixe the
cost, time and effort for testing, it is very impont to
develop some techniques that will help in keephegdize of
the test suite to a manageable number and williedita the
redundant test cases from it. The reduction olimization
can be achieved at the time generating the tessaasat the
time after acquiring an initial test suite. In faéure [1] [2]
many efforts have been proposed to address the isku
redundancy in the test suites by taking only orsirtg
criterion. Various types of test criterion existgkel
statement coverage criteria, decision coveragencbra
coverage [2] [3], path coverage and requiremeneEme
criteria [1] [4]. A tester can set any of the akail criteria
as testing criteria to ensure the complete testihghe
application. Software testing plays a very impatrtaite in
assuring the quality and reliability of the softeamder test.
As the size and complexity of the under developextipct
grows, the time and effort required for effectiesting also
increases. Literature on software testing indictttes more
than 50% of the cost of software development isotkl to
testing [5]. One of the important issues in sofevesting is
the test case generation. Test case design andatjeneare
both time consuming and labour intensive tasks.rf lzee
usually two approaches followed while designing teses;
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satisfy all the user requirements, it usually reegilarge
number of test cases to satisfy as many as postbte
requirements. Thus in practice, the test suite rgubs the
process of expansion due to the addition of newcteses as
and when the software is modified. The other redssind
the large size of test suite is that the input damaf
program variables is very large and exhaustive. So,
exhaustive testing with an initial test suite is adequate
for practical execution. Thus, it has long beemidied as a
research problem to find a minimized subset of tastes
from the test suite for an effective testing. Tpisblem is
usually referred to as test suite minimization peab

In literature various techniques have bempgsed in
the area of test suite minimization. Simran etial[6],
proposed a delayed greedy algorithm using conaegysis.
Reduction in test suite is also minimized by redgcthe
requirement set using graph retraction techniqugs [In
[1], call tree construction approach is proposedhdadress
the test suite minimization for white box testirgut the
construction of call tree is very cumbersome precégdso
in [8], an approach based for embedded nondetestiuni
systems based on testing in context is proposedatidn
analysis proposed in [9], is an important techniépretest
suite minimization. But generation of mutants isoah very
difficult task. The other useful techniques eaclthwiros
and cons are genetic algorithm based [10] and éntligear
programming based [4].

In this study, we have presented and impldetk a
very useful technique for test suite minimizatiosing a
Hierarchical clustering approach. The proposed riggle
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lll. DATA CLUSTERING

The aim of cluster analysis is to partitibe given set of
data or objects into clusters (subsets, groupslasses).
Each obtained cluster or partition should haveftiiewing
two characteristics:

a). Homogeneity within the cluster that is data theibhg
to the same cluster should be as similar as pessibl

b). Heterogeneity between clusters that is data lgeton
different clusters should be as different as pdssib

Data clustering or cluster analysis is one of thadamental
data mining techniques and has its wide applicatitm

In [14] [15], the basic steps used in agglomeratiustering

approach are:

[1] Compute the proximity graph or matrix.

[2] Merge the most similar clusters.

[3] Update the proximity matrix by measuring the
proximity between newly formed or merged cluster
with all the remaining clusters.

[4] Repeat steps [2] and [3], until only one clustenains.

The following are the proximity or distance measuused

for merging the clusters or objects;

I. Single Link or MIN

customer segmentation, data summarization and ttargg,. distance between two clusters C1 and C2 is the

marketing [11]. There are two approaches followed f

cluster analysis [12]: (1) Hard clustering and (@dft
clustering. Hard clustering partitions the databjects into
fixed number of clusters and each object in a elusannot
share the properties with objects in other clustéfkile in
case of soft clustering, every object is assigned

minimum n1 n2 distances between ant two pointshim t
different clusters. Single link is good at handlingn-
elliptical shapes, but is sensitive to noise antiers.

d (C1,C2)= Minf,s) withr€ C1 and < C2.

a Il.  Complete Link or MAX

membership value calculated using fuzzy logic. The The distance between two groups is defined as the
membership values are used for cluster assignmedt a maximum of nl1 n2 distances between each observafion
indicate that the objects may belong to more thae o group C1 and group C2.

cluster. Soft clustering approach in some situatimay give
more promising results compared to hard clusteraauh.
We have selected hard clustering approach in ounlyst
because soft clustering approach is computationadisy
hard. In hard clustering, two commonly used techagyfor
cluster analysis are:

(). Partitional clustering technique.

(i) Hierarchical clustering techniques.

In Partitional clustering, the initial data settisated as a
single cluster and gradually the data set is dividdgo a
fixed number of clusters. In case of hierarchidabktering,
the data set is decomposed into a hierarchy ofpgr@nd
the result is displayed by a tree like structurewmn as
dendrogram, whose root node represents the whadesga
and each node is the single object of the datalsedur
previous study [13] we have used Partitional chiste
technique for test suite minimization and in thisdy we are
applying hierarchical agglomerative clustering aggh. In
agglomerative hierarchical clustering the clusteesformed

d(C1,C2)= Min@,s) withr€ C1 and £ C2.

Ill.  Average Link or Group Average

In average linkage, the distance is defined asatlibmetic
average of nl1 n2 distances between the observatidisth
C1 and C2 groups.

nl n2
d (C1,C2)=1/n1n2% * Y d s
r=1 s=1

Where r€ C1 and £ C2

Average link cluster proximity is an intermediatgpeoach
between MIN and MAX.

IV. IMPLEMENTATION OF PROPOSED
APPROACH

Agglomerative hierarchical clustering techmaqwith
average linkage proximity measure is implementedthen
test suite of a sample program. The sample progiarepts

from branches to the root as depicted in the Fig.three input positive integers that represent theffients of

Hierarchical clustering algorithms usually use pmnaky
matrix or similarity matrix for the cluster assigant and
merging. There are number of cluster proximitisediin
hierarchical clustering approach. The few are singik,
complete link, and group average and wards method.

Root

Branches

Fig.1

quadratic equation. The sample code or moduleishat be
tested is shown ikig.2. We have used Worst test technique
for the generation of the test cases. In additosgecific
range of positive integers we have randomly addmdes
additional test cases to see the behavior of thekacode.
Total of 99 test cases are present in the inigst suite
which is presented in Fig.4. It is clearly obserfien this
test suite that, some test cases are redundardtegsare
satisfying the same requirements multiple timese Flze
and redundancy of a test suite are two importasiblpms in
testing and many proposed technique exist thabrimesway
prove beneficial in certain circumstances. But ¢h&r no
concrete solution to these problems, because findne
optimal representative set from the test suite haen
identified as an NP-Complete problem [16].

In this study, branch coverage criteriorsétected as
the testing criteria. For 100% branch coveragéhefdample
code, only four test cases are required. The cbfitvey
graph of the sample code presentedrion3 is used for the
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determination of number of branches. Also in oumgle
module, four test requirements exist that are:

1. If (d>0): Real Roots
2. If (d=0): Equal Roots
3. If (d<0): Imaginary Roots

4. If (Not Valid Input): Invalid Values

Thus for an effective testing of the sample codletha test
requirements and branches must be satisfied areted\by
the test cases. Based on the number of test reqenits and
branches, we have partitioned the test suite iotor {4)
clusters as depicted ifig.4. Hence with our proposed
approach we have reduced both the size and redeyadin
the test suite. The initial size of the test swites 99 and
now it has been reduced to only 4, that means miwfour
test cases are required for 100% requirement aadchr
coverage of the desired sample code. The redundz#rtye
test suite is addressed by grouping the multipde ¢ases in
their appropriate cluster based on the requirementsred
by them. Also, a single test case that is selefitad each
cluster will represent the other test cases irstimae cluster.
The cluster analysis is performed in Weka, whichars
important tool used for data mining. The resultadifioned
test suite is pictured iRig. 5. The final cluster assignment
of test cases is pictured ig.7 The two dimensional scatter
plot matrix given inFig.8, is the visual representation of the
manipulated data set for selection and analysig. Mhtrix
of plots also represents the different attributéthiw the
data set plotted against the other attributes. giaphical
representation of the proposed technique is pidtur€ig.6

1mport java.util *:

class Qaud
i
public static void main(String| | args)
£
int a.b.c:
float d:
Scanner s—new Scanner(Systein.in):

System . out.println("Enter input'):

a—s . nextInt():
b=s_nextInt():
c=s.nextInt():

if(((a=—0) & & (a=——100)) & &
((b=—0)&&(b=—100)) K& ((c>—0)&&(c
==100)))

3
LS

d = (b*b)-4(a*c);
If(d=0)
1
Swystem.out.println{"Real roots"):

¥

Else If (d——0)
(3
L8
System.out.println("Equal roots"):

¥

Else if (d=0)
=

Swstem.out.println("Imaginary roots'):

3

g s
5

Else

i

System . out.println("™NotValid input'):
L]

¥

¥
¥

Fig 2 Sample Module
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Fig.3
Control Flow Graph of the Sample Code
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(] Microsoht el Frateiec T - = = ——-

: 100
TESTCASEID A ! ¢ Expected Result Tag 50 0 0 Tmaginary
T1 100 0 1 Imaginary 150 50 ] 1 EqualRoots
T 100 o 50 | P T51 30 o 30 Imaginary
TS52 s0 o 93 Imaginary
T3 100 0 99 Imaginary :
T53 50 o 100 Imaginary
T4 100 0 100 Imaginary 154 50 1 o Imaginary
5 100 i § 0 Real Roots TS5 50 1 1 Real Roots
T6 100 1 1 Imaginary T56 50 B 50 Imaginary
17 100 ;] 50 Imaginary T57 50 1 95 Imaginary
IS8 50 1 100 Imaginary
T8 100 1 99 Imaginary
T59 50 50 Tmaginary
n o 1 100 s ol T60 50 50 it Real Roots
T10 100 50 o Real Roots TH1 50 50 50 Real Roots
T11 100 50 1 Real Roots o2 50 50 33 Imaginary
T12 100 50 50 Imaginary T63 50 30 100 Imaginary
T64 50 93 o Imaginary
T13 100 50 99 Imaginary
T6S 50 99 1 Real Roots
T14 100 50 100 Imaginary T66 50 ag 50 Real Roots
T15 100 93 0 Real Roots T67 50 =1=] ag Imaginary
T16 100 99 1 Real Roots ol =24 2| G Emagimary
117 100 99 50 Imaginary = o o a Ry
T7o 50 100 1 Real Roots
Ti8 100 99 99 Imagi
oo T7L 50 100 50 Real Roots
T19 100 99 100 Imaginary 72 50 100 99 EqualRoots
T20 100 100 0 Real Roots T73 50 100 100 Imaginary
21 100 100 1 Real Roots LEG 2 o T inary
122 100 100 50 Imaginary L - = h S
T76 1 L8 S0 Imaginary
T23 100 100 99 Imaginary =
Trr 1 a 99 Imaginary
T24 100G 100 100 Imaginary TIR 1 0 100 Imaginary
125 99 i ] 0] EqualRoots 179 1 1 o Imaginary
26 99 0 Imaginary TR0 1 1 Tmaginary
T27 99 o 50 Imsginary T21 i 1 50 Imaginary
T28 93 ) o9 Imaginary a2 1 1 99 Emaginary
T29 93 o 100 Imaginary =3 1 i 100 Imaginary
T30 99 1 o Real Roots =3 L 5 Imaginary
= 99 1 siaicy TBS 1 50 1 Real Roots
N T36 1 30 30 Real Roots
32 99 1 S0 Imaginary
TBT 1 50 99 Real Koots
T332 99 1 99 Imaginary
88 1 S0 100 Real Roots
T4 99 1 100 Imaginary
89 1 93 o Real Roots
T35 99 50 o] Real Roots
Ta0 1 99 Real Roots
38 = 50 1 —— o1 1 ag s0 Real Roots
137 99 50 S0 £l 4
s o T92 1 99 99 Real Roots
T33 2 i) 99 Imaginary
) T93 1 99 100 Real Roots
T39 99 50 100 TImaginary
T40 gg 99 o ‘Real Roots 194 1 100 ] Real Roots
Ta1 99 395 1 Real Roots T95 1 100 1 Real Roots
T4z 99 99 50 i 4
i T96 1 100 50 Real Roots
T43 99 99 99 Imaginary
T97 1 100 99 Real Roots
Ta4 99 99 100 Imaginary
Tas 55 100 0 Real Roots T8 dd  xx  ss not Valid
Tae 39 100 50 Real Roofs T99 110 110 200 not Valid
TaT 99 100 99 Imaginary

Fig.4 The initial test suite
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TESTCASEID | INPUT DOMAIN EXPECTED RESLLTS CLUSTER _
NUMBER

10010, 0.0, 1.0 IMAGINARY ROOTS CLUSTER
100.0,0.0,50.0 IMAGINARY ROOTS CLUSTER
100.0,0.0,99.0 IMAGINARY ROOTS CLUSTER
100.0,0.0,100.0 IMAGINARY ROOTS CLUSTER
100.0,1.0,1.0 IMAGINARY ROOTS CLUSTER
108.0,1.0,50.0 IMAGINARY ROOTS CLUSTER
100.0,1.0;99.0 IMAGINARY ROOTS CLUSTER
100.0,1.0,100.0 TMAGINARY ROOTS CLUSTER

100.0,50.0,50.0 IMAGINARY ROOTS CLUSTER
100.0,50.0,99.0 IMAGINARY ROOTS CLUSTER
100.0,50.0,100.0 IMAGINARY ROOTS CLUSTER
100.0,99.0,50.0 IMAGINARY ROOTS CLUSTER
100.0,99.0,99.0 IMAGINARY ROOTS CLUSTER
100.0,99.0,100.0 IMAGINARY ROOTS CLUSTER
100.0,100.0,50.0 IMAGINARY ROOTS CLUSTER
100.0,100.0,99.0 IMAGINARY ROOTS CLUSTER
100.0,100.0,100 IMAGINARY ROOTS CLUSTER

cl

A single test
case from this
cluster will

represent the
whole cluster

99 . 8,001 IMAGINARY ROOTS CLUSTER and other test
99.0,0.0,508.0 IMAGINARY ROOTS CLUSTER cases in the
99.0,0.0,99.0 IMAGINARY ROOTS CLUSTER same cluster.
99.0,0.0,100.0 IMAGINARY ROOTS CLUSTER

99 . 8,310,110 IMAGINARY ROOTS CLUSTER

99 .0, T.0,50.0 IMAGINARY ROOTS CLUSTER

99.0,1.0,99.0 IMAGINARY ROOTS CLUSTER

99.0,1.0,100.0 IMAGINARY ROOTS CLUSTER

99.0,50.0,50.0 IMAGINARY ROOTS CLUSTER
99.0,50.0,99.0 IMAGINARY ROOTS CLUSTER
99.0,50.0,100.0 IMAGINARY ROOTS CLUSTER
59,098 (15000 IMAGINARY ROOTS CLUSTER
99.0,99.0,99.0 IMAGINARY ROOTS CLUSTER
99.0,99.0,100.0 IMAGINARY ROOTS CLUSTER
99.0,100.0,99.0 IMAGINARY ROOTS CLUSTER
99.0,100.0,100.0 IMAGINARY ROOTS CLUSTER

50.0,0.0,0.0 IMAGINARY ROOTS CLUSTER
50.0,0.0,50.0 IMAGINARY ROOTS CLUSTER
50.0;0:0,95.0 IMAGINARY ROOTS CLUSTER
50.0,0.0,100.0 IMAGINARY ROOTS CLUSTER
50.0,1.0,0.0 IMAGINARY ROOTS CLUSTER
50.0,71.0,58.0 IMAGINARY ROOTS CLUSTER
50.0,1.0,99.0 IMAGINARY ROOTS CLUSTER
50.0,1.0,100.0 IMAGINARY ROOTS CLUSTER
50.0,50.0,0.0 IMAGINARY ROOTS CLUSTER
50.0,50.0,99.0 IMAGINARY ROOTS CLUSTER
50.0,50.0,100.0 IMAGINARY ROOTS CLUSTER
50.0,;99.0,0.0 IMAGINARY ROOTS CLUSTER
50.0,99.0,1.0 IMAGINARY ROOTS CLUSTER

50.0,89.0,99.0 IMAGINARY ROOTS CLUSTER
50.0,99.0,100.0 IMAGINARY ROOTS CLUSTER
50.0,100.,0,0.07 IMAGINARY ROOTS CLUSTER
50.0,100.0,100.0 IMAGINARY ROOTS CLUSTER

HF R RRBRRABAREBRBRRBRRPRREBRREBRRMERRBRRPBRRBRRBRRBRRBRRB RRBRBRBRBRRBRRBRRBRRBRRBRBRB BB B @93

1.0,0.9,0.08 IMAGINARY ROOTS CLUSTER
50,100,510 IMAGINARY ROOTS CLUSTER
1:0;0.0,50:0 IMAGINARY ROOTS CLUSTER
1.0,0.0,99.0 IMAGINARY ROOTS CLUSTER
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10
10
10
10
10
10
10

50
50
50

=

I L 1 A

50

L

895
829,
59
88,
S5
95
99
50.
50.

50.
50.
.0,50.0,1.0

.0,50.0,50.0
.0,50.0,99.0
.0,50.0,100.0
.0,99.0,0.0

.0,99.0,1.0

.0,99.0,50.0
.0,99.0,99.0
.0,99.0,100.0
.0,100.0,0.0
0 100-8,1:0
.0,100.0,50.0
.0,100.0,99.0

0.0,1.0,0.0
0.0,50.0,0.0
0.0,50.0,1.0
0.0,99.0,0.0
0.0,99.0,1.0
0.0,100.0,0.0
0.0,100.0,1.0

0,100.0,0.0
0,100.0,50.0
Qa2 6
0,50.0,1.0
.0,50.0,50.0
.0,99.0,1.0
.0,99.0,50.0
0,100.0,1.0
0,100.0,50.0

99— U;Oa O’ 0 -0
50

- O_r.“ﬂﬁ- 0’ 1- B

.0,100.0,99.0

dd, ==z, =ss

0.0,110.0,200

IMAGINARY ROOTS

IMAGINARY ROOTS
'IMAGINgRX-ROQTs
IMAGINARY ROOTS

IMAGINARY ROOTS

REAL ROOTS
REAL ROOTS
REAT. ROOTS
REAIL. ROQTS
REAT, ROOTS
REAL ROOTS
REAL ROOTS
REAI. ROQOTS
REAT, ROOTS
REAIL. ROOTS
REATL ROCTS
REAL ROQOTS
REAT, ROOTS
REAIL ROOTS
REAL ROOTS
REAIL. ROQOTS
REAL ROOTS
REAIL ROOTS
REAL ROOTS
REAL ROOTS
REAT, ROOTS
REAIL. ROQTS
REAL ROOTS
REAT. ROOTS
REATL. ROQTS
REAL ROOTS
REAL ROOTS
REAT. ROOCTS
REAL ROCTS
REAL ROOTS
REAL ROOTS
REAT. ROOTS
REAL ROQTS
REAL ROCTS

EQUAL ROOTS
EQUAL ROOTS
EQUAL ROOTS

NOT VALID
INPUTS
NOT VALID
INPUTS

CLUSTER

CLUSTER

CLUSTER
CLUSTER
CLUSTER
CLUSTER

PR RRPPB

CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER
CLUSTER

c2
Similarly A
single test
case from this
cluster.

N RONRNNNMNMNNMROMRNONNMNNMRONRNOMNOMNOMRONNNMRODNOMNRNONNONMNONMRORNNMNNOMNNNOOMNNNRNNNODNNNNODRN

c3
One test case

CLUSTER

W ww

CLUSTER

CLUSTER 4 c4
One test case
CLUSTER 4

Fig.5 The resulted partitioned test suite.
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Input Domain or Test Suite

Clustered with the Proposed Approach into Four (’ilsters

C1 C1

One test case One test case One test case One test case

The resulted four test cases

Fig.6: Graphical Representation of the Proposed Approach

o

Rt e 5
% i

Fig.7 The Final Cluster Assignment of Test Cases.
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Plot Matrix A B C CLASS
! o} o} O
o} ! ! o}
CLASS
o
o}
c
o
o]
B
o
o}
A

Fig.8: Plot Matrix

V. Conclusion and future work

Software testing is very important and challengiogjvity.
In past, lack of effective testing resulted in masoftware
troubles and has actually brought many social amah€ial
losses. Testing techniques should find the possiblaber
of faults or errors with manageable amount cost tme
with finite number of test cases. But software teate
design and generation algorithms are exhaustiith
respect to the coverage goal defined. Therefdrea i
coverage criterion is not properly chosen, the @ssccan
generate too many test cases that are infeasiblbeto
considered for practical execution. Also, most loé test
cases can be redundant in the sense of exercisimghon
features of the Code under test and revealing camseats
of defects. Therefore, other than structural coyerexiteria,
test-case generation may need to be combined eli¢lotion
strategies that will minimize redundancy in testesj and
limit the size of test suites.In this study, hierarchical
clustering approach has been implemented on thialitést

suite from the size and redundancy perspectiveh \Wie

proposed approach, we have reduced and partititimed
initial test suite into a fixed number of clustevih respect
to requirement and branch coverage criteria. Alased on
the requirement coverage the redundant test cases
grouped into their appropriate cluster. So with pnoposed
approach, considerable amount of reduction (95%)been
achieved by the elimination of unnecessary or rddontest
cases. The future scope of this study will be thglieation

of soft clustering approach. Also in future, a camgiive

study between hard and soft clustering techniqam ftest

suite minimization perspective will be carried out.
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