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Abstract - Rough set theory has emerged as a useful
mathematical tool to extract conclusions or decisions from real
life data involving vagueness, uncertainty and impreciseness and
is therefore applied successfully in the field of pattern
recognition, machine learning and data mining. This paper
presents basic concepts and terms of rough set theory. The paper
also presents hybridization approach of rough sets with various
other established techniques along with developments from time
to time.
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l. INTRODUCTION

Rough set theory proposed by Pawlak [1],[2], haobee a
well-established theory to resolve problems related
vagueness, uncertainty and incomplete information
variety of applications related to pattern recdgnitand
machine learning. The problems belonging to thesasa
widely include classification [3], [4], [5], feateirselection
[6], [71, [8], [9], [10], [11], clustering [12], [B], [14], data
mining, knowledge discovery [15], Image procesdih€],

A non-parametric modification of the VPRS modelledl
the Bayesian Rough Set (BRS) model tends to seelicfay
data mining applications whereas the predictive ehag
suitable for primary importance. Knowledge acqiosit
using rough set theory in the systems having indetap
information is proposed in literature [15]. Two && of
partitions, lower and upper approximations, arevied for
the mining of certain and association rules in mptete
decision tables. As a result one typeopfimal certain and
two types ofoptimal association decision rules is generated.
Definable concepts are very important in investigat
properties of various generalized rough set mo@3k The
rough set concept has led to its various genetalizs
approach to multi-criteria decision making for $yegis and
analysis of concept approximations in the distedut
environment of intelligent agents [24]. Based omugto
membership and rough inclusion functions [25], Bdge
decision-theoretic analysis is adopted to provide a
systematic method for determining the precisiorapeaters
by using more familiar notions of costs and risksgTao
Yao [26] presented a list of decision types basedaugh

and prediction [17]. The theory of rough sets cam bset regions created by two models viz. Pawlak and
described in two ways: constructively and algelaifjic probabilistic. A general framework is formed foetbstudy
(axiomatically) [18]. The constructive approachfaind of fuzzy rough sets which uses both approaches
suitable for practical applications of rough sethile the (constructive and axiomatic) and classical repriem of
algebraic approach is appropriate for studyingstectures Interval Type 2 (IT2) fuzzy [27] and rough approstion
(theory) of rough set algebras. Subsequently a newperators. The association between special T2 yfuzz
extension of rough set theory, calledRST [19], presented relations and IT2 fuzzy rough approximation opestis
a suitable framework to deal with vague data and fanvestigated [28]. The composite rough set model fo
quantifying fuzzy concepts. Two new operators idtreed composite relations was developed to deal witlibaities of
for the rough set theory [20] can be used to cdntweo multiple  different  types  simultaneously  [29].
inequalities into equalities. Hence, many propsriferough Multigranulation rough set (MGRS) theory providesiew
set theory can be improved and in particular, thieny the perspective for decision making analysis basecherrdugh
intersection, and the complement operations can Iset theory. The new model based on MGRS and deeisio
redefined based on these two equalities. A newhoegs theoretic rough sets together is called a multigiation
measure of a fuzzy set based on the notion of taesm decision theoretic rough set model [30]. Jia efall]
assignment of a fuzzy set and itscuts are proposed by proposed an optimization representation of decision
Huynh et al. [21]. It is shown that this roughnessasure theoretic rough set model to minimizing the dedisio
inherits interesting properties of Pawlak’s rougime cost.The MGRS model based on the decision strategy
measures of a crisp set. The Variable PrecisiongRdet Seeking common ground while eliminating differences
(VPRS) model extends the basic rough set theory {6CED), also called pessimistic rough set model was
incorporate probabilistic information [22]. proposed in literature [32]specifying the relatioips
between optimistic and pessimistic multigranulatiough
sets. Susmaga [33] introduced the constructs imiform
definition framework of Dominance-based Rough Sets
Approach (DRSA) which isa collection of twenty four
reduced attribute subsets. The DRSA systematically
: ~ discusses the basic theory of the probabilistighotuzzy
Visi\r,‘;;w dc;;;a’%ﬁ‘l’;esgir’ Iﬁgig"f‘”me”t of CSIT, Guru Ghasidas set.Subsequently the 0.5-probabilistic rough fuzzst
Leeladhar Kumar Gavel, Department of CSIT, Guru Ghasidas M0del, variable precision probabilistic rough fuzsgt
Vishwavidyalaya, Bilaspur, India. model and Bayesian rough fuzzy set model are d&{i34].
~Madan Madhaw Shrivas Department of CSIT, Guru Ghasidas |t has been observed that every technique perfomels
Vishwavidyalaya, Bilaspur, India. . . )
under certain parameters, in other words, everginigoe
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also has certain limitations and it fails to pemfiothat well
under that condition. The hybridization process bmas a

technique with another to take advantages of bogy

techniques to cover up all limitations. This papeesents
most common hybridizations of rough sets with othench
mark techniques or tools. This paper introduceschtasms
associated to rough sets in Section Il, hybridoratif rough
sets with fuzzy, neural and others in Section Rurther,
some important applications of rough sets to featu
selection, classification and some other generplicgiions
with the state of art are provided in Section INidaved by
conclusions.

Il ROUGH SET THEORY: BASIC DEFINITIONS

Rough set theory was developed by Zdzislaw Pawldk [
[2]. It deals mainly with classification analysisdata tables.
The main goal of the rough set analysis is to ®site
approximation of concepts from the acquired datdckwvh
contains vagueness, missing values or redundancy
features. In this section, some terms which argquieatly
used in rough sets are defined.

A. Information and decision systems

A data set is represented as a table where each
represents a case, an event, a pattern or simplybpatt.
Every column represents an attribute (a variabla,
observation, a property, a feature) that can besored for
each object; the attribute may also be suppliec hyaman
expert or user. This table is called an informatiystem.
More formally, it is a pait= (U, A) wherdJ is a non-empty
finite set of objects called Universe aAdis a non-empty
finite set of attributes such thatU — V, for everya/ZA. The
setV, is called the value set af In many applications, the
class of the attribute of several patterns (or db)ds known
in advance. This set of patterns is called trairdadg.The
class of an unknown pattern (also called test datm) be
predicted from the priory knowledge of the trainogfa; this
process is known as supervised learning.
systems of this typeare called decision
Mathematically a decision system is any informasgstem
of the form D=(U,AZ{d}), whered //A is the decision

attribute. The element & are called condition attributes or

simply conditions.

objects whose attribute values are the same,
corresponding decision attributes are also identica
I ndiscernibility
A decision system (i.e. decision table) represethis
knowledge about the model. This table may be reaniih
at least two ways. The same or indiscernible objewty be
represented several times or even some of thewtts may
rIoe superfluous. As we know, for a binary relathbE X x
Xto be an equivalence relation, it should be reflexi.e. an
object is in relation with itselfxRx), symmetric (if xRy
theryRx) and transitive (ikRy andyRz thenxRz) is called an
equivalence relation. The equivalence class of lament
x[IX consists of all objectg /7X such thakRy.
Let I=(U,A) be an information system, then with aBy
[JA, there is associated an equivalence reldtnin (B).
IND,;(B) = {(x,x") € U?|Va € Ba(x) = a(x)} (1)
IND,(B) is called theB-indiscernibility relation.
Ifogx,x') € IND,(B), then objectx andx are indiscernible
from each other by attributes frofd. The equivalence
classes of th8-indiscernibility relation are denotgd] ;.
For the illustrative example, iB={b, ¢} then object

1,6,7(values S S) and objects 0,4 values (R T) are

iAdiscernible; IND,(B) creates the following partition &f.
U/ INDy(B)={{0, 4}, {1, 6, 7}, {2}.{3}.{5}}
Lower and upper approximation
Let I=(U,A) be an information system and Bt//A and X

[AJ. We can approximateX using only the information
contained inB by constructing theB-lower and B-upper

approximations oK, denotedB(X)andB (X)respectively.
B(x)={xou :[x], 0 x} @)
B(x)={xoOuU :[x], n Xx 20} 3)
D. Positive, negative and boundary regions

Let P and Q be sets of attributes including eqeived
relations over U, then the positive, negative, Andndary

Informatioegion are defined as

systems.POSp(Q) = Uxey o PX (4)
NEGp(Q) =U — UXeU/Q PX ®)
BNDy(Q) = Uer/Q pPX — UXEU/Q PX (6)

-

RX

Table. 1
AN EXAMPLE DATASET X /]
xX€EU a b c d= e L
(class)

0 S R T T R
1 R S S S T
2 T R R S S
3 S S R T T
4 S R T R S
5 T T R S S
6 T S S S T
7 R S S R S

An example of a decision system can be found inl€Tab
The table consists of four conditional featu¢asb, c, d), a

decision featurde) also called class, and eight objects (or

patterns). A decision system is consistent if fegrg set of

18
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Fig. 1 A Rough set

The positive region comprises all objectslbfthat can be
classified to classes &f/Q using the information contained
within attributesP. The boundary regioBND,(Q), is the
set of objects that can possibly, but not certairibg
classified in this way. The negative regifG,(Q), is the
set of objects that cannot be classified to classegQ.

For example, leP={b,c} andQ={e}, then

POS,(Q) =V {8,{2,5},{3}} = {2,3,5}
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NEG,(Q) =U —u {{0,4},{2,0,4,1,6,7 5},{3,1,6,7}}
=0
BND»(Q) =U {{0,4},{2,0,4,1,6,7 5},{3,1,6,7}}
—1{2,3,5} ={0,1,4,6,7}.
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Where RED(C) is the set of all reducts of C.
G. Discernibility matrix

Many applications of rough sets make use of disbity
matrices for finding rules or reducts. A discerfiipimatrix

This means that objects 2, 3 and 5 can certainlgldssified of a decision tablgU,C N D) is a symmetric|U| x |U]|
as belonging to a class attribute e, where consigler matrix with entries defined by
attributes b and c. The rest of the objects canmot cij ={ae C|a(xl-) ¢a(x].)}, ij=1,..,|U] (11)

plassified as information that would make them eliatble Eachc; contains those attributes that differ between abje
is absent. andj.

E. Dependency of attributes For finding reduct, the decision-relative disceflityp matrix

Another important issue in data analysis is disdoge is of more interest. This matrix considers onlyséambject
dependencies between attributes. Intuitively, a sét discernibilities that occur when the correspondiegision
attributes Q depends totally on set of attributedePoted by attributes differ [35]. The decision-relative disility
= Q , if all values of attribute from Q are uniquelymatrix is produced as shown in Table Il. For examiilcan
determined by values of attributes from P. Formallj€ seen from the table that objects 0 and 1 diffeeach
dependency can be defined in the fo”owing way. Peaind attribute. Although some attributes in ObjeCtS [ Srdif'fer,

Q be subsets of A.
We will say that Q depends on P in a degre@i< k < 1),
denote® =, Q , if

0Sp(Q)
k=y(p,Q) =20 ()
Where
pos,@ = | | px
XeU/Q

Called positive region of the partitid®/Q with respect td>,

their corresponding decisions are the same, so nipy e
appears in the decision-relative matrix. Groupitigeatries
containing single attributes forms the core of ttetaset
(those attributes appearing in every reduct). Hie core of
the dataset is {d}. From this matrix, the concept o
discernibility functions can be introduced. Thisaigoncise
notation of how each object within dataset may be
distinguished from the others. A discernibility @tion f5 is

a Boolean function of m Boolean variables, ..., a;,

is the set of all elements bf that can be uniquely classified(Corresponding to the membership of attribwes . a, to a

to block of the partitiotJ/Q, by means oP.
Obviously

y(P,Q) = erumm (8)
If k=1 we say thatQ depends totally o® and ifk <1, we

say thalQ depends partially oR. Again
For example, iP={a, b, c} andQ={€} then

|PX|

1{2,3,5, 6}
Yiapey({e}) = ————=4/8

1{2,3,5, 6}
Yiapy({e}) = ————=4/8

2,3,5
Yin,cy({e}) = 123,531 =3/8

1{2,3,5, 6}

y{a,c}({e}) = T = 4/8
F. Reducts and Core

In several application problems, the informatiorsteyn is
unnecessarily large due to existence of repeatgettsbor
redundant features. One way to reduce the dimeal#fipis
to search for a minimal representation of the aaydataset.
For this reason, concept of a reduct is introdweti defined
as minimal subset R of the initial attribute €esuch that for
a given set of attributeB, yz(D) = y.(D). R is a minimal
subset ifyz_(q;(D) # yg(D) for all a /7R This means that
any attribute removed from the subset will affetie t

dependency degree. Hence a minimal subset by t

definition may not be theglobal minimum (areduct of
smallest cardinality). A given dataset may have ynaduct
sets, and the collection of all reducts is dendted

Ry ={X|X € C,yx(D) = vc(D); Yx—(a3(D) #
yx(D),VaeX} 9
The intersection of all the sets inyRs called the core,
denoted by CORE(C).

CORE(C) =n RED(C) (10)

19

given entry of the discernibility matrix), defined follows:

Table. 2
DECISION-RELATIVE DISCERNIBILITY MATRIX
XxeU 0 1 2 3 4 5 6| 7
0
1 a,b,cd
2 a,c,d|ab,c
3 b, c a,b,d
4 d a, b, c,d b,c,d
5 a,b,c,dab,c a, b,d
6 a, b,cd b, c a,b,c,db,c
7 a,b,c,d d a, cd a, d

fo@ai, .,ap) =A{V Il < j < i< |U| c;; # ¢}
(12
Where c¢;; = {a’|a € ¢y} .The notationV {a,b,c,d} and
A{a,b,c,d} denote avbvcvd and aAbAcAd ,
respectively. By finding the set of all prime imgdats of
the discernibility function, all the minimal redscof a
system may be determined. From Table II, the dewisi
relative discernibility function is (with duplicateemoved)
fola*,b*,c,d)=(a"vb*Vc'vd)A(a"Vcrvd)
AMD*Vc)IAN@)A(a" VDb VY
Al@*Vb*Vd)Ab*Vcvd)
A(a*vd)
ﬁ%rther simplification can be performed by removthgse
cllauses that are subsumed by others:
fola*, b*,c*,d*) = (b*Vc)A(dY)
The reducts of the dataset may be obtained by ctinge
the expression above from conjunctive normal foron t
disjunctive normal form (without negation). Hencket
minimal reducts are{b, d} and {c, d}. After a brief
introduction of rough sets, we are now ready tolaep
some of the research issues based on rough sey.thdere
have been several areas where intensive reseatohing
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carried out including following [3], [4], [5].[6]I7], [8], [9],
[10], [11], [12], [13], [24], [15], [16],[17].

transformation-based techniques, this approach teiam
the underlying semantics of the feature set. Thivary

Some of the research directions on Rough Sets are important to ensure that the resulting models aadity

follows-
* Feature selection
« Dimensionality reduction
* Rough set based clustering
* Rough sets and noisy data

interpretable by the user. Through the integratitim
original rule induction algorithm (or any other dan
technique that generates fuzzy rules), which isisga to
the dimensionality of the set of feature pattetmscomes
usable on patterns involving a moderately large memof

« Rough sets and relational databases features

* Rough sets and inductive reasoning Table 111

* Rough set based approach based on neighbourhoot\n overview of hybridization of rough and fuzzy ses
(unpertalnty) .fgnctlons and inclusion relation. garticular, SiNo | Author Description
variable precision rough set model. N

. ame
l.  HYBRIDIZATION OF ROUGH SETS WITH 1 gg‘;‘gl [7]a”d rMnggg'lefsingﬂ]szyri’_‘;%?m aizt‘;_
OTHER TOOLS !
conorm properties of fuzzy set,

In order to improve its performance, rough setsehbgen on compact computationdl
combined with other well established tools suchhasral domain, which is then utilized
networks, fuzzy sets or evolutionary techniquesiftone to to improve the computational
time. This section describes the hybrid approadfesugh efficiency of FRSAR algorithm.
sets with others to achieve various applications. 2 P etal. [9] Proposed novel algorithm based
A. Rough set and fuzzy set on fuzzy- rough sets for the
The fuzzy set theory [36] is similar to rough de¢dry in feature selection and
many aspects and is commonly used for solving probl classification of datasets with
due to vague and uncertain data. We know thatehleword multiple features, with less
data can be imprecise, noisy or vague containingainty computational efforts..
due to which decision making becomes inconsistemtthe | 3. Jagielska et Compared various data minirjg
same attributes, many times the decisions arereifte To al. [37] techniques for rulg
overcome this problem, rough sets and fuzzy setsised in identification.(iris species, heat
a combination. In classical set theory, elementdccbelong disease, credit approval dataset
fully (i.e. have a membership of 1) or not at afl ( are used for testing)
membership of 0) to a set. This theory is also kmawcrisp | 4. Shen and Presented an approach that
set theory and a computer deals successfully with a Chouchoulas| integrates a potentially powerful
operations including decision making, mathematical [38] fuzzy rule induction algorithn
calculations etc using crisp set theory. A Fuzzytlseory on with a rough set-assisted feature
the other hand, relaxes this restriction by allayin reduction method.
membership to take values in the range [0, 1]. Zzyuset | 5. Roy and Pal Developed hybrid model base
can be defined as a set of ordered pairs A={x, pA(khe [39] on fuzzy (discrtization o
function pA(x) is called the membership functiorr 4, feature) and Rough Set
mapping each element of the universe U to a merhigers (classifier) for overlapping data
degree in the range [0, 1]. The universe may berelis or set.
continuous. A fuzzy set containing at least onemelat 6. Tsai et al| Proposed a new fuzzification
which membership degree of 1 is called normal fugey [40] techniqgue called Modified
The various applications of rough and fuzzy setsriayzed Minimization Entropy Principle
together are summarized in Table Ill. Rough sebihe Algorithm (MMEPA) to
allows for obtaining a linguistic description ofetfiunction construct membership functions
whereas the fuzzy logic theory allows to generatmerical of fuzzy sets of linguistig
values of the function starting from it's linguisti variables.
description. Jagielska et al. [37] studied neustiwork and | 7. Sarkar [41] Proposed a new method, each

genetic algorithms. Fuzzy rule induction systemehaeen
developed and applied to three classification mwisl Rule
induction software based on rough set theory wes ased
to generate and test rule bases for the same data.
comparison of these approaches with the C4.5 ingduct

training pattern is considere

we do not need to determine t
appropriate value of K.

neighbour to the test patter
with varying degree, and henc¢

algorithm was also carried out. The research toe dat 8.

indicated that based on the evaluation criteriadughe
genetic/fuzzy approach compares favourably with th
neuro/fuzzy and rough set approaches. Shen a
Chouchoulas [38] presented an approach which iategra

e
hd

potentially powerful fuzzy rule induction algorithmith a

Shen and
Jensen [42]

Presented an overview of tf
rough set theory and it
extensions, supported with
brief discussion of a number
representative  application

these theories

rough set-assisted feature

20
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SI.No | Author Description unlike crisp discretization which is characterisedy by the

. Name group number and observed its effectiveness imlslayer

9. Chen et al Proposed Gaussian kernel based perceptron in which case raw ( non-discretizes) dat

[43] fuzzy rough sets and introduces considered as input, in addition to discretizedsoriesai et
parameterized attribute al. [40] proposed a new fuzzification technique laghl
reduction with the derived Modified Minimization Entropy Principle Algorithm
model of fuzzy rough sets. (MMEPA) to construct membership functions of fuzsts

10. Hu et al| Proposed a new model of fuzzy oOf linguistic variables. This technique was comblingith

[44] rough called soft fuzzy rough Vvariable precision rough set (VPRS) model to form a
sets, and design a robust entropy-based fuzzy-rough classification approdgarkar
classification algorithm based [41] enhanced the classification efficiency of the
on the model. conventional K-nearest neighbour (K-NN) algorithriog

11. Parthalain | Presented two different exploiting fuzzy-rough uncertainty. Unlike the cemtional

and Jensen approaches for unsupervised one, the proposed algorithm does not need to krivav t

[46] feature selection based on Optimal value of K, moreover, the generated class
fuzzy-rough set methods. confidence values, which are interpreted in ternfuaky-

12. Cheng [47] | Proposed forward and backwafrd rough ownership values, do not necessarily sumoupne.
approximations in fuzzy rough Consequently, the proposed algorithms can distshgui
sets based on a granulation between equal evidence and ignorance, and thus the
order. semantics of the class confidence values beconterric

13. Qian [48] Proposed forward Shen and Jensen [42] explained the outline of tiskesh
approximation theoretic  approaches, including variable precision rough ,sets
frameworks based on rough det tolerance rough sets and fuzzy rough sets. Thesagians
theory which can be used fo allow the ability of the original rough set theanyhandling
accelerate algorithms of discrete and nominal data, which is assumed to be
heuristic attribute reduction. maximized to cope with numerical and other contaktu

14. Meher [67] Proposed an explicit rough- aspects of real world data. He et al. [43] defimmbnsistent
fuzzy model for pattern which is fuzzy decision system and their reductions, ancelbped
explores and provides the discernibility matrix-based algorithms to find redu
synergistic integration of the Finally, two heuristic algorithms are developed and
merits of both fuzzy and rough compared with the existing algorithms of attributeund
sets. effective and also deal with decision systems witmerical

15 Sarkar [73] Proposed to characterize conditional attribute values and fuzzy decisiorrilagtes
medical time series by rather than crisp sets. Hu et al. [44] introducedohust
quantifying the ruggedness 6f model of fuzzy rough s_ets called soft fuzzy rougts sand
the time series. The presence|of discussed the connection between the soft fuzzghraet
two close data points on the model and other models and design a soft fuzzy hroug
time axis implies that these classifier based on the model. Dai [45] proposed an
points are similar along the tine extended rough set model, i.e. tolerance-fuzzy mosgt
axis. model to deal with this type of data characterizeith

16. He etal. [74] Proposed new algorithm wjth numer?cal attribute; and _m_i_ssing va_Iues, thatris_omp!ete
general fuzzy rough sets from nume_rlcal da}ta. Discernibility _mat_rlces ar!d disdaitity
the theoretical viewpoint and functions for incomplete numerical information gss and
define inconsistent  fuzzy incomplete numerical decision systems are defined t
decision system and s compute reducts or relative reducts. Finally, utaiety
reductions. measurement is also investigated which suggeststhiea

17, Pal et al] Proposed a new rough-fuzzy tolerance- fuz_zy rough set model provides an opdion

[75] model for pattern classificatiop approach to incomplete numenc_al data. Parthalaid a
based on granular computing. Jensen .[46] presented tyvo different approaches for

18, Murakidhara| Proposed a hybrid _mod] unsupervised feature selection. B_oth approachesfuzsg—

n and| feature are extracted usiré roug_h sets to_select features for inclusion or_rmhdro_m

Sy di t et b f the final candidate subset. The UFRFS algorithriises a

gumaran | discrete wavelets, number of . . L

[76] rules generated using rough $et simple but neverthelegs effective backwards elitiona
theory and classified using methqd for search, whilst dUFRFS uses a greedya‘u_iw
fuzzy logic algorithm (99.849 selection method. Cheng [47] proposeo_l twp algorsthm
accuracy). based on forward and backward approximations, namel

Roy and Pal [39] explained a concept of fuzzy ditzation
of feature space for a rough set theoretic classifruzzy
discretization is characterised by membership vadmeup
number and affinity corresponding to an attributdue,

mine rules based on the forward approximation (MRBF
and mine rules based on the backward approximation
(MRBBA), for rule extraction. Both MRBFA and MRBBA
achieved better classification performances thaherot
methods based on attribute reduction. Qian [48ppsed an
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accelerator, called forward approximation, whichmbines
sample reduction and dimensionality reduction togetThe
strategy can be used to accelerate a heuristicegsoof
fuzzy-rough feature selection. Through the use loé t
accelerator, three representative heuristic fupzgh

feature selection algorithms have been enhanced T

modified algorithms are much faster than their ioag
counterparts and performance of the modified allyors
becomes more visible when dealing with larger data.

B. Rough set and neural network

A neural network is a technique that seeks to baitd
intelligent system using models that simulate therking
network of the neurons in the human brain [49],][5®
neuron is made up of several protrusions calleddles
and long branches called the axons. A neuron iggbito
other neurons through the dendrites. The dendries
different neurons meet to form synapses, the arkarev
messages pass. The neurons receive the impulsethevia
synapses. If the total of the impulses receivedeeds a
certain threshold value, then the neuron sends lgapu
down the axon where the axon is connected to ot&erons
through more synapses. The synapses may be exgitato
inhibitory in nature. An excitatory synapse addshe total
of the impulses reaching the neuron, whereas abiiaty
neuron reduces the total of the impulses reachimg
neuron. In a global sense, a neuron receives afsaput
impulses and sends out another pulse that is adidmnaf the
input pulses. The hybridizations of rough set amdiral
network are summarized in Table IV.
Table IV
An overview of rough set and neural network
hybridization

Author Name Description
Jensen and Proposed FRNN, a ne
Cornelis [5] nearest neighbou
classification and
prediction approach thg
exploits the concept g
lower and uppe
approximations from
fuzzy-rough set theory.
Developed hybri
intelligent system that
predicts failure of firmg
based on the pas
financial performance.
Described an applicatio
of rough sets method t
feature selection an
reduction as a front en
of neural-network-base
texture images
recognition.(selected
reduct were used t
trained a neural networ
with 18 hidden layer
neuron, get 94.649
accuracy)
Proposed a new granul
neural network model if
natural computing
framework by integrating

Sl.No.
1.

=<

A\t

o

Ahn et al. [17]

Swiniarksi and

Hargis [51]

OO0 OO0 O

O

Ganivada et al.

[55] I

22

the concept of fuzzy
rough sets with
multilayer perceptron
(MLP) using a back{
propagation algorithm.
Proposed model as
combination of neural
networks and rough se
techniques, used fq
constructing virtual
reality spaces for visud
data mining suitable fo
representing data an
symbolic knowledge.
Presented a
approach for  faul
classification in extrg
high volt age (EHV)
transmission line using
rough membershij
neural network (RMNN)
classifier.

Presented hybrid mog
of integrating rough se
and Artificial Neural
Networks to mine
classification rules fron
large data sets.

[«

L

ns. Valdes et al [56]

—

|

o

He et al. [57] ne

D

D

lel
t

Li and Wag [69]

Ahn et al. [17] proposed a hybrid intelligent systéhat
predicts the failure of firms based on the pastrftial
performance data, combining rough set approachhandal
network. The reduced information table, which iraplthat
the number of evaluation criteria such as finanaébs and
qualitative variables with no information loss,dhgh rough
set approach and then, this reduced informationusasd to
develop classification rules and train neural nekio infer
appropriate parameters. The rules developed byhreed
analysis shows the best prediction accuracy if se aoes
match any of the rules. Swiniarksi and Hargis [84$cribed
an application of rough sets method to featurectele and
reduction as a front end of neural-network-basedute
images recognition. The methods applied includgdar-
value decomposition (SVD) for feature extractioringipal
components analysis (PCA) [52], [53] for featurejpction
and reduction, and rough sets methods for feaiection
and reduction. For texture classification the fémuvard
back-propagation neural networks were applied. hd a
Wang [54] presented a hybrid approach of integgatough
sets and neural networks to mine classificatioesurom
large data sets. They also proposed a new algorftiim
finding a reduct and a new algorithm for rule gatien
from a decision table based on a binary disceitybihatrix.
The reduct was obtained using rough set theory taed
neural network was applied to delete noisy datairdghe
rough set theory was applied to obtain rules oepas. This
hybrid approach generated a more concise and decura
rules than traditional neural network based apgroaecd
rough set -based approach. Ganivada et al. [5&jdoted a
fuzzy rough granular neural network (FRGNN) modetdd
on the multilayer perceptron using a back-propagati
algorithm for the fuzzy classification of patternghe
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development strategy of the network mainly baseshupe using distance function.

input vector, initial connection weights determingdfuzzy 2. Khoo et al.| Presents an integrated
rough set theoretic concepts, and the target vedthile the [58] approach that combines rough
input vector is described in terms of fuzzy grasulthe set theory, genetic algorithms
target vector is defined in terms of fuzzy classmnbership and Boolean algebra, far
values and zeros. Crude domain knowledge abouihitiel inductive learning (R Clasg-
data is represented in the form of a decision tabhech is Plus) that discovers rules from
divided into sub tables corresponding to differelatsses. inconsistent empirical data.
The data in each decision table is converted imemgar | 3, Jensen ang Proposed a new feature
form that automatically determines the appropriaienber Shen [60] selection mechanism based pn
of hidden nodes, while the dependency factor frdintha ant  colony  optimization
decision tables are used as initial weights. Valetesl [56] (ACO). Compared with the
combined neural networks and rough set techniqoes f original fuzzy-rough method,
constructing visual data mining with virtual reglgpace for an entropy-based feature
the representation of data and symbolic knowledgjgh selector, and a transformatioh-
quality structure-preserving and maximally discriative based reduction method, PCA.
visual representations can be obtained using a icatitn Comparisons with the use offa
of neural networks (SAMANN and NDA) and rough sets support vector classifier ane
techniques, so that a proper subsequent analysisbea also included.

made. He et al. [57] presented a new approach dolt f

classification in extra high voltage (EHV) transsi@ line 4. Ke et al. [62] Proposed an ACO-based
using a rough membership neural network (RMNN algorithm (ACOAR) based on
classifier. To reduce the training times of the rmaku rough set theory for attribute
network, the rough neurons are used as input lagerons, reduction.

and the fuzzy neurons are utilized in hidden angwuayer 5. He et al. [63] Proposed a novel
in each RMNN and the Back Propagation (BP) algorita compromise-based ant colony
employed for determining the optimal connection gixs algorithm (CACA) for
between neurons of the different layers in the RMNN simultaneously solving
C.  Rough set and metaheuristic algorithms attribute  discretization angd
A metaheuristic is a set of algorithmic conceptt tan be reduction.

used to define heuristic methods applicable to devset of | 6- Huang [64] Proposed a methad,
different problems. In other words, a metaheuristio be designated as the GRP-index
seen as a general purpose heuristic method designed method, for the classification
guide an underlying problem specific heuristic toiva of continuous value datasets|in
promising regions of the search space containingh hi which the instances do not
quality solutions. A metaheuristic therefore is aneral provide any class information
algorithmic framework, which can be applied to elifint and may be imprecise and
optimization problems with relatively few modifidans to uncertain.

make them, adapted to a specific problem. The se o7 Lingras [77] | Suggested a rough set
metaheuristic has significantly increased the wbilf approach to both SVM binary
finding very high-quality solution to hard, practity classification and SVM multi
relevant combinatorial optimization problems in 3 classification.

reasonable time. This is particularly true for &rgnd | 8. Verbiest et all Proposed a new Prototype
poorly understood problems. The metaheuristic élyms [78] Selection method, FRPS and
with rough sets are presented in Table V. Khool.ef58] designed to only retain
presented an integrated approach that combineshreety instances with good predictive
theory, genetic algorithms and Boolean algebra, fqr ability.

inductive learning and developed a prototype sys{&n
Class-Plus) that discovers rules. The RClass-Rlubie to
combine the strengths of rough set theory and théb&ed
search algorithm to deal with rule
uncertainty.

Table V
An overview of metaheuristic algorithms

Sl. Author Name | Description
No.
1. Kim [4] Proposed Tolerant rough seét,

d
9]
set

based on similarity threshol
value which is determined t
measure between two data
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Kim [4] proposed a new data classification methadda on
the tolerant rough set based on similarity threthdlue

induction undewhich is determined to measure between two datauséhg

distance function and optimized by using genetipathm
(GA) )[59]. After finding the optimal similarity tieshold
value, a tolerant set of each object is obtainadithe data
set is grouped into the lower and upper approxinasiet
depending on the coincidence of their classes.efensd
Shen [60] proposed a new feature selection medmanis
based on ant colony optimization (ACO)[61].The noeth
was applied to the problem of finding optimal featu
subsets in the fuzzy-rough data reduction procesd a
compared with the original fuzzy-rough method, atr@py-
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based feature selector, and a transformation-b&skdttion
method, PCA. Ke et al. [62] proposed an ACO-base
algorithm, called ACOAR, to deal with attribute tetion
in rough set theory. Proposed algorithm has thiovdhg
features: (a) it updates the pheromone trails ef @étiges
connecting every two different attributes of thestkso-far
solution; (b) pheromone values are limited betwdlea
upper and lower trail limits; (c) it uses a rapithgedure to
construct candidate solutions. ACOAR has the atititfind
solutions with very small cardinality rapidly. Hé &. [63]
proposed a bi-objective optimization problem whigh
constructed for simultaneous attribute discretiratiand
reduction. A novel compromise-based ant colony ridgm
(CACA) for simultaneously solving attribute disdration
and reduction was also proposed, which adopts tandis
metric to stepwise approach the ideal solution. ndugs4]
proposed a method consisting of a genetic algorif@if)

to solve the dynamic database problem. When a rigeco
is added-in the information system, it is unneces$a re-
compute rule sets from the very beginning. Someemark
in this area can be seen in [14] [27] [34] [47]]67

B. Applications:

Rough set theory has been successfully applietirins all

the fields. The major drawback of traditional rouget
models in real life application is the inefficientty compute
reducts and generate cores attributes. To imprdwee
efficiency of computing core attributes and reductsny
novel approaches have been developed [22], [28],[2],

[30], [32], [34], [40]. Some more applications afugh sets
in areas like medical images [16], breast cancg}, {@exture
classification [51] and [55], [57], [69], [70], [TA[72] can
be seen.

—

V. CONCLUSION

and an FRP-index method, designated as the GRR-inde

method, for the classification of continuous vadiagasets in
which the instances do not provide any class in&tion
and may be imprecise, uncertain and discretizes/dglhees
of the individual attributes within the dataset sachieved

In several real life databases, the informatiotectéd in the
form of patterns (or objects) to represent varidaesisions
along with attributes contains vagueness. Furtfar,few
identical objects; decisions (or the class) diff@gth each

both the optimal number of clusters and the optim&ther- Rough set theory has emerged as a powedlito

classification accuracy.

IV. FEATURE SELECTION,
CLASSIFICATIONUSING ROUGH SETS AND
APPLICATIONS

Rough sets are efficiently used for feature sedactand
classification. This section summarizes on appbcatof
rough sets for feature selection and classificatidhis
section also briefs few other applications of rosgts.

A. Feature Selection, Classification:

Feature selection process refers to selecting ithréfisant
subsets of attributes (features) from the set loatalibutes.
The classification [65] is the process of sepacatthe
objects on the basis of some criteria. On many sona,
the class of each object is given in advance theedomes
easy to group the objects in to their classes. Typs of
classification is called supervised classificatidbn the
other hand, many times there is no class attacbeahy
object and we have to group them on the basis ofeso
similarity based criteria like color, size or siarilattributes.
Such type of classification is called unsupervisadre has
been an extensive research work in the area oflrkeat
selection and classification using rough sets.Timpgse of
the feature selection is to identify the significdeatures,
eliminate the irrelevant or dispensable featuresis Wwill
reduce the burden on learning models and as at iiesuill
help in building better learning model. The bersefaf
feature selection are two folds: it considerablgrdases the
computation time of the induction algorithm and catly

increases the accuracy of the resulting mode. FezathS]

selection has been studied intensively in the pastdecade
[3], [6], [16]. Khoo et al. [3] proposed a novelpgpach for
the classification and rule induction of incongste
information systems. Swiniarski and Skowron [6]geneted
an application of rough set method for feature e in
pattern recognition. They proposed a new featulecsen
method to the result of principle component analyBiCA
[52], [53]) used for feature projection and redaoti Fen et
al. [66] proposed new incremental rule-extractitgoathms
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handle such vagueness. This paper presents ani@vep{
the rough set theory, terms used in the rough waétls
examples. Rough sets can be applied to severakapphs
in real life. On several instances, it is obsertreat a single
tool is not so suitable to perform for certain desb due to
some of its limitations. However by combining tleltwith
some other tool which can excel against that liticitacan
give better results. On this concept, various Hdibations of
rough sets with other tools are devised. The hydatns of
rough sets with fuzzy sets, neural networks andutiemary
algorithms have been described in this paper wihous
developments reported time to time. A few applmadi of
rough sets to feature selection and classificagien briefed
in the paper. Further, applications of rough setscauntless
due to their capability to deal and solve probleaiated to
vagueness or uncertainty, some of the applicatiares
summarised in the paper with references. The dlaila
literature in rough sets opens a promising domaimatds
future research directions in many other complegasr
including big data, communications, computational
intelligence, data mining, business etc.
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