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Abstract— The enterprise level and the market level both are
seeing a huge growth in the cloud computing. The resource is
accessed in a large with better way and also globally. An
individual or organization can lease the computational or storage
resources, in return reducing the cost of the infrastructure. The
resources optimization is one of the major issue faced in the cloud
computing for the cloud service providers. Most of the
optimization of resources allocation is done after the calculation
of the resources needed and on the go. In this paper, a
mathematical system model for the resource allocation using
neural network with run timeinstrumentation has been proposed.
The proposed model shows the better resource utilization.

Index Terms— Cloud Computing, Deep
Instrumentation, Machine Learning, Neural Network,

I nspection,

[. INTRODUCTION

The RAS (Resource Allocation Strategy) is a stnatesed
in-order to allocate and utilize the resources loud
computing so that the application resources remerds are
met [1]. It usually encompasses types of resouaresunt of
resources that is needed by the application thasiizg the
cloud. The efficient strategy must satisfy ceriziiteria such
as less resource conflict, possibly zero scarcenless
resource shattering, over provisioning and
provisioning. Today most of the service level agrept
(SLA)[1] for the application based on cloud onlynswler the
execution times and number of transactions. The Slused
for allocating the resources. It will be loss tce thloud
provider if the resources provided are more tharsgiecified
in SLA and SLA is affected if less resource is [ded. Here

in this paper we are monitoring the applicatiothefuser and

based on the reading we will further assign theuses,
while making sure that there is no under provisiorover
provision. Procedure for Paper Submission.

IIl. RELATED WORK

To overcome they proposed a system “whatif” whial w
guide the laaS in resource allocation. A lightvaegjmulator
along with a prediction engine for estimating tleefprmance
of a resource has been used and also the gerwgiiitlain for
identifying the best solution. When compared to eoth
resources allocation system the TARA has reducetirtie of
completion of job to 50%. The Linear Scheduling fasks
and Resources (LSTR) is a algorithm [3] that isduf®
scheduling which will first perform the task aneémhresource
is allocated. Since the LSTR is used along witbraex node,
the system throughput and resource utilizationagimized.
Both the resource allocation and resource consompgs
combined to improve the utilization. The scheduling
algorithm main focus is on the distribution of tesources, so
that the QoS parameters are maximized. The Qo$netees
are the cost function. In order to maximize theouese
utilization the scheduling algorithm is designedsdzh on
carried out tasks, strategy of scheduling and alukglvirtual
machines. Adaptive Resonance Theory-2(ART2) neural
network [4] is used for prefetching and clusteritize
resources. The request of resources is a thrée (oprt, d)
where rt is a ready time for execution , n is thenher count

undesf virtual machines, d is completion deadline. Tieghts of

the neural network is calculated as :
. (11

Zi= E
Where uis the sub-layer output.
In Job Scheduling using fuzzy neural network alfoni [5],
from the federal database, the training data isidened as an
input. Then for the neural network this convertaguit is
passed .Later the system resources mapping withasleare
decided by neural network. In neural network, & ttser tasks
are not mapped with the System resources then lsiok
propagation algorithm the tasks are reclassifietl @mtinue
with the alike operations. The federal databasesed for
maintaining and updating the mapping of trainingad#or

Topology Aware Resource Allocation [2] is a res@ircimplementing dynamic resource allocation algorithm

allocation  technique  that is  used in
Infrastructure-as-a-service. The resources are cathal
independently to the hosted application in the entriaaS
system as they are not aware of their resourcesrezgents.
This can cause a huge performance deficit for pipiGation
which may be distributed data intensive.
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thg—lopfield Neural Network has been used [6].The ispartd

output relationship of the different neurons isegivby the
function:

V=f(U)= 1/1+&™,
wherea is the gain of the neurons.
U;and V are the input and output of the i-th neuron.
In a multi-tier distributed Systems the resourdecailtion is
done by creating different virtual machines [7]eTgroblem
is modeled such that each virtual machine is aasstiwith
SLA with profit B .Using the concept of knapsack problem, a
objective function is formed and based on this ues®
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. PROPOSEDSOLUTION

The proposed solution for resource allocation dynalty [1]
consists of 3 parts

1. Run time Instrumentation

2. Deep inspection using neural network

3. Resource management with VM migration

The instrumentation will contain information such the
applications current usage and the present runsiatys.
Each VM will have an instrumentation process rugnas
agent which will collect information such as the ey,
CPU, Disk Usage and Bandwidth usage, 10 read/\irite
waiting and bandwidth currently allocated. The déta
gathered often and subject to deep inspection.ifidtalling

probes in the VM will send this information to the

instrumentation process running. During the despéuotion
stage, a comparison is made between the transagton
second(TPS) for running application and parametérhe

resources usage and then assessment will be made

recognize if there is any need to increase or dserdhe
resources needed. In order to arrive at a stan@salirces
needed, the resources baseline values to TPS ngaippkapt.
Here only the SaaS will provide the opportunityctdculate
the baseline value, the software is then providethé cloud
service provider, the rigorous performance tessngone to
arrive at a benchmark. But in situation when therus
application of resource utilization vary dependorgwhich
order the processes are run, in this case we cgehatproper
benchmark for the utilization of resource. Soft poting
algorithm such as the fuzzy logic or the Neuralvdek can
be used to overcome these issues and understand
resources demands properly. To obtain quick regptine
feed-forward neural network is used. For differeatput
resource, input TPS the network is trained and#st output
value is provided based on that. The different matars
obtained from instrumentation step are providedhpst to
first layer. Then in inspection step the feed-favaeural
network is assigned to decide whether to increasiecrease
the resources needed. Let the allocated resourcendy to
the application be R, a be the incremented step size atd
be the decremented step size. For the next pérna the
resource allocated for the application is calculdtased on

Qr = Qg + at; — b(t-t)
Where tis the time that resource was idle without usage.

IV. SYSTEM MODEL

The system model will mathematically analyze theppsed
resource management algorithm. Let\s... Vy be the VM
running on Host kKH,...Hy initially. For each VM there is
expected TPS which depends on the application nthjppe
the VM as Epy,Erpy,...Erpn. The objective of the resource
management algorithm is such that each VM is ahhedet its
expected TPS. In order to meet the TPS, the restasto be
allocated from the host pool. The resource requicedhe
VM will be dynamically allocated from the resoungeol of
corresponding host and when it is not possible éetnthe
resource requirement locally the VM will be migidite other
host which can meet it resource requirement. Letctirrent
TPS of each VM be 1, Gipy....Crpn.  FOr any VM if the
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Erpx - Crpe B, then resource management is necessary for that
VM,. B is the threshold for TPS tolerance. The neural
network will be invoked with the current TPS anck th
expected TPS, to get the resource step size |Bafth of the
resource. If the Y’ (IR +CR) < TR, then no VM migration is
needed.
Where

IR is the step size for the resource

CR is the current resource used at VM

TR is the total resource available at Host
Neural network will give the step size with in eé bound of
Q to give the step size IR. After the step sizevsm, the VM
will be allocated resource according to step sidee time
required for resource capture from pool is bound.byhe
total time needed to re-adjust the resource to theet PS is
bound byQ+A. As in any non linear systems there may be
oscillation before the VM TPS value is stabilizedund the
e>§8ected TPS. The stabilization timés dependent on the
as given below:

p="F@) 1)
F is non linear function dependent on the resovacibles.
In case the resource pool of the host in which gMurrently
running is not able to meet the VM requirements,dacision
to shift must be taken. But the decision must rtntade
based on one observation alone; it should be mad# o
consequent interval. In this case, the stabilityetis given as
p=Mto +iu+ F() (2)
where
b is the observation time

the 1 is the migration time.
The stabilization time for meeting the desired T®always
guaranteed in our solution and also resource wasisag
controlled thereby paving the way for better reseur
utilization by meeting the QOS.

V. IMPLEMENTATION AND PERFORMANCE
ANALYSIS

The proposed algorithm based on dynamic instrurtienta
for resource allocation is implemented in cloud-sim
simulator. In the cloud-sim the cloudlets have e@driTPS
based on poison distribution. The new schedulinghaeism

is compared with existing resource allocation ioud-sim
such as round robin and throttled mechanism. WeHisted
below conditions, the simulation is conducted asit@ed in
the table 1.

Table 1: configuration setup

No of data center 1

No of host in data center 50

TPS value for cloudlets Poisson distribution franMPS
to 30 MPS

Initial No of VM 10

No of cloudlet 120

No of Resource Profile for Hostg 3

Resource Profile 1 60 MPS CPU, 1GB RAM, 60 GB
disk

Resource Profile 2 80 MPS CPU, 2GB RAM, 120 GB
disk

Resource Profile 3 100 MPS CPU, 4 GB RAM, 140
GB disk
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The conformance of SLA is measured through thedi&is
which are meeting the response time. The simulatwdlts as
shown in fig 1 shows that the proposed systemsaHaatter
response time as compared with existing methodss It
observed from fig 1 that the response time is betteen
compared to the conditions as tabulated in tatwé[1] and
we could achieve this due to the virtual machingration.

Response time

70
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i 55

No of Cloudlets

- [nstrumentation # Round Fobin =+ Throttled

Fig. 1: Graph of Response Time

VI. CONCLUSION AND ENHANCEMENTS

(6]

(71

The proposed mathematical system model proved ve ha
better response time using neural network by instntation

and also better resource utilization by controlling resource

wastage. Further advancements in cloud computirg ar
leading to a promising future for collaborative o
computing (CCC), where globally-scattered distrialicloud
resources belonging to different organizationsndividuals

(i.e.

, entities) are collectively used in a coopigeamanner to

provide services. Due to the autonomous featureatitfes in
CCC , the resource allocation is a complex. Henciiture
we plan to propose a dynamic resource allocatiochar@sm
to allocate resources to CCC cloud consumers.
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