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Abstract—Recognition of Odia handwritten and machine
characters and numerals is an emerging area of research and
finds extensive applicationsin banks, offices and industries. Very
little standard research work has been reported on recognition of
handwritten and machine characters and numerals. This paper
makes an in depth study on the existing literature on recognition
of machine and handwritten Odia characters and numerals. The
key steps [44] such as preprocessing, segmentation, feature
extraction and classification involved in the recognition process of
Odia characters are dealt in details. The well known techniques
employed for segmentation, feature extraction and classification
tasks of Odia characters are reviewed and their relative strengths
and weaknesses are outlined. The paper also discussesthe current
trends and future research scope in the area of Odia character
recognition. It is expected that this paper will be useful to those
who will be interested to work in the fields of recognition of Odia
characters.

Index Terms— Preprocessing, Segmentation, Feature extraction,
Classification, Post Processing

|. INTRODUCTION
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Fig. 1(b) OpticalCharacter
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Fig. 1(a) Handwritten Character

In recent past intensive research studies haveurasrtaken
for recognition of characters in various languades, little
reported materials is available in Odia Charactrdgnition.

In this paper a sincere attempt has been madeiticatty
review the existing literature and to provide thiest trend on
the recognition of Odia character. An in depth gtatlOdia
character recognition, outlining existing methoasl daheir
limitations has been carried out in this paper &mdre
research direction in this field has been suggestdw
features of Odia characters are analyzed in Sedtitiorhe
various steps of character recognition such as émag
acquisition, preprocessing, segmentation, featuteaetion
and post processing have been dealt in SectioRitially, the
outcome of thenvestigation and future research direction are
presented in Section IV and V respectively.

Knowledge contained in paper based and handwritten

documents are more valuable and beneficial if #&vgilable
in digital form. In recent past there are incregsirend to
digitize written and paper based documents suchoaks,
newspapers and handwritten materials for the biesfefiider
section of the society. It is desirable to presetivese
documents in digital forms. The Optical
Recognition (OCR) is a process [43] by which thated and
scanned documents are converted to ASCII charatieh is
recognized by a computer. The recognition of chtaraand
numeral of a language is a challenging problemesiheir
variations due to different font sizes and differgmpes of
variations introduced during writing. The characte
recognition (CR) can be broadly classified into tgroups:
offine and on line. In the first case, the documén
generated, digitized, stored in memory and thenisit
processed but in case of online system, the clarast
processed as soon as it is generated. The faaiols a&s
pressure and speed of writing do not influence dfiline
system, but they effect the online one. Offline amdine
systems can be applied to handwritten charactégs1(@))
and optical characters (Fig 1(b)) respectively. gxdingly,
the recognition task can be classified as OCR odWwatten
character recognition [29].
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Il. FEATURES OF ODIA SCRIPT

Around 11" century A. D. [50], [18] the Odia script has been
originated from the Brahmi script and has undergbneugh
many transformations. In the year 2013, the Goveninof
Irndia, on the recommendation of Government of Calisas
renamed the state as Odisha and the corresporatiggdge
to Odia from Oriya. The Odia is used to write thdi@®
language which is spoken in Odisha state situatethé
eastern part of India. Character and numeral ratoga are
required for the development of electronic librarie
Fnultimedia databases and banking systems. Theveursi
shapes of the Odia letters appear to be influehge&buthern
scripts. The cursive shape of the letters may lee@the need

to write on palm leaves with a pointed stylus whieks a
tearing tendency if more straight lines are usdte Writing
style of Odia script is from left to right. The @dalphabets
are grouped into 12 vowels, 35 consonants anduererals.
These are called basic or main characters in Galiguage.
Almost half of these characters contain a straigieton the
right side. Some of these characters, mostly vowels
derived from other basic characters. Sometimesaramgs
are also combined with consonant to form new charac
Special symbols which do not touch the consonaatasiter
[18] known asmatrasare added to the consonants. The
components of the characters are classified infoMain
component in form of a vowel or consonant. (b) Vbwe
Modifier when a vowel following a consonant takes a
modified shape and is placed at the left, right ifoth) or
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spatial sense, the consonant modifier is employethea
bottom or top of the main component. In practicaerthan
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two to four consonant-vowel combinations are atdéla The Ill. BASIC STEPS OFODIA CHARACTER RECOGNITION

resultant character is known compound character @haracter recognition [34] refers to a techniquitvenables
conjuncts. It is observed that the symbol modifierswel 5 transform different documents, such as scanapépPDF
modifiers (natra) or consonant modifiers have specificfjjeg or images captured by a digital camera anditaitten
positions with respect to the base character [8¢ fresently gocuments into editable and searchable form. Rewéw
used Odia vowels and consonants with their respectijierature on Odia character recognition reveats thost of
pronunciation are shown in Figs. 2(a) and 2(b) @e8pely. the character recognition methods involve few maj@ps
The commonly used Odia conjunctions with their eespe  g,ch as image acquisition, preprocessing, segn@mtat
pronunciations are shown in Fig.3. The ten basimerals feature extraction, classification and post proogssFig.6.
with their pronunciation and corresponding Enghisimerals  gepicts a block diagram indicating the major sfapsived in
are shown in Fig. 4. character recognition system. A brief outline of tBR is
provided in sequel.
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Fig. 3. Some commonly used Odia conjunctions l
T
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Fig. 4. Odia numerals and their corresponding Eng$h 1
numerals
i
A text in Odia script is mainly divided into threenes: upper Post PI'DICESSiﬂg
zone, middle zone and lower zone. The portion Yiatyveen "
mean line and upper line constitutes the upper .zdhe #
middle zone consists of the area below the mean dimd
above base line. The portion between base lindcavet line Fig. 6. Basic steps involved in character recogmimn
comprises of lower zone where some of the modiféers system

placed. The imaginary line separating the middie aver
zone is known as the base line. The line whichdaisithe . o S _
upper zone from middle zone is called the mean[@hg47].  In the image acquisition or digitization process ithages for

A.lmage Acquisition

An illustration of zoning is shown in Fig. 5. CR system are acquired by appropriate scanning of
handwritten documents, books, and magazines or by
capturing photographs of document or by directlitiag in
N N N TparToe computer. The input image is obtained by cametthraugh
$i5an Tis |_1 ' some scanner. The images are represented in that®such
: as JPEG, BMT, BMP, TIF and TNG. The input acquimred/
Middl Zome be in gray, color or binary tone [48]. From litena review it
.. is observed that most of the authors have usetdthscanner
with 300 dpi, gray tone for image acquisition. Tealllists

various sources of data, number of samples, topiearnd
Fig. 5. Identification of different zones and lineof an formats used by different authors working in thensaarea
Odia text line and have been reported in the literature.
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Table I. Sources and characteristic of Data

Referenc Techniques used No. of Training No. of Testing Accuracy Results in
e No. q Patterns Used patterns Used percentage
Feature based tree
classifier, run-number
! 0,
[2] based matching Not Reported Not Reported 96.3 %
approach
1 I 0,
[3] ANN , GA Fifteen sheets of Five sheets of 94 %
characters characters
0,
[5] Hopfield NN 1500 characters 290 charcaters 95.4 %
0
[6] ANN 1200 Patterns 1100 Patterns 85.30 %
0
[9] ANN 1500 Words 1000 Words 97.69 %
0,
[10] Tesseract OCR 8 data files More than 1 page 100 %
- 0,
[11] AMA 12 Characters Not Reported 92.42-97.87 %
1)83.33 %(BPNN),93.4
%(SVM) by
using Fourier descriptor
BPNN, SVM feature
[14] 15440 samples 4560 samples i)83.63 %(BPNN),93.57
%(SVM) by using
Normalized chain code
feature
0
[15] Quadrant Mean 12000 samples 4000 samples 93.20 %
method
- 0,
[16] ANN 75% of the data 15% of the data 91.33-99.6 %
82.33 %(NN),72.27
38 classes of character %(k-NN) with normal
each class character features.
[17] NN, KNN represebnted by 10|  +600 characters 41.88 %(NN), 39.41
templates %(k-NN) with thinned
character features.
92 %with DTC features
[19] BPNN 150 samples 350 samples 82.70 % With DWT
featurres
0
[22] BPNN 100 samples Not Reported 91.24 %
0
[23] curvature 15552 samples 3638 sampleg 94.60 %
99.3 % with gradient
[24] ANN 396 data of each 100 data of each feature,
numeral numeral 95.66 % with curvature
feature
0
[25] HMM 4970 images 1000 images 90.50 %
0
[26] NN and Quadratic Not Reported 3850 data 94.81 %
Normalization and
[28] thinning free automatic Not Reported 3550 data 97.74 %
scheme
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B. Preprocessing

The method of extraction of text from the docunisrdalled
pre-processing or document analysis. The pre-psougs
consists of a series of operations performed orstlamned
input image, which includes background noise redoct
filtering, image restoration etc [38], [42]. It prarily
enhances the image making it suitable for segmientathe
choice of preprocessing algorithms employed orstaened
image depend on factors such as document and gagpkty,
resolution of the scanned image, amount of skewante in
the image, format and layout of the image and tyyies of
script and the type of characters used such agegriar
handwritten. The preprocessing steps commonly @sed
noise reduction, binarization, normalization, skaéetection
and thinning.

1) Noise reduction

The images of the characters usually get contasinadth
additive noise introduced from the scanning deviaed/or
transmission medium [45]. The noise degrades tladitguf

technique attempts to combine the advantages bagknd
local thresholding. It makes better adaptability vefious
types of noise at different areas of the same imdteless
computation and time [2]. The adaptive thresholdhoe is
used by Mishra et.al [1] for converting grayscat@ge into
binary image. Chaudhuri et.al [2] have chosen a
histogram-based thresholding technique to transforages.
For the white and black regions of the documenhtb®gram
shows two distinct peaks. The midpoint between tthe
histogram peaks is selected as the threshold vdlbe.
two-tone image is converted into two labels wherandl 0
corresponds to object and background respectively.
Thresholding technique is also used in [3] to conhtkee
grayscale image to binary image. A two-stage apjprda
suggested in [9] to convert into two-tone (0 andvgge. The
first stage comprises of pre binarization whichsuaelocal
window based algorithm to obtain different regioof
interest. The run length smoothing algorithm (RLS#A)hen
used on the gray scale image. Subsequently histogesed
global binarization is employed to get the binanage. In

images which poses problem in the subsequent si€psanother communication [15] the gray levels areesto fall
character recognition systemlThe presence ofnoise \ithin the range O to 1 without performing any
|_ntroduces d|sconnecFed line segm_ent,_large gapebe th? skeletonization. For a eight-bit representationhgeshold
lines etc[38]. The device or the writing instrument sometimeg,g| e is suitably chosen [22] and any value abbigedhosen

introduces noise in the form of disconnected liagnsents,
bumps and gaps in lines, filled loops, etc. Theodi®ns in
form of local variations, rounding of corners, ti@, and
erosion are also matters of concern. It is requioeget rid or
reduce these effects before the CR task is caouedThree

common types [8] of noise occur in handwriting ar

background noise, shadow noise and salt and pepgise.
Smoothing operation is carried out to eliminate dnifacts
present during capturing of noise. Two main methessl for
this purpose are filtering through masking and rholpgical
operation such as erosion, dilation. The noise ¥&ho
methods eliminate unwanted bit-pattern which do n
contribute to the output. Common filters like thean filter,
min-max filter, Gaussian filter have been appliedeémove
noise from the documents . A logical smoothing apph is
suggested in [2] for filtering out digitized imagsith
protrusions, dents in the characters and isolal&ck tpixels
over the background.

2) Binarization
The process of conversion of a gray scaled imatgebimary

as 1 otherwise it is represented as 0.

3) Normalization

Normalization is carried out during pre processitage to
remove all types of variations present in the imagd to
E(})btain a standard size data [39][46]. The scaliramslation,

and rotation etc. constitutes various steps of atization. It

is employed to avoid scaling and rotational effebtscument
images are invariably different in sizes and tlgpathms are
applied on a fixed size image matrix. The documemts
usually normalized with respect to width, heighboth. For
Ctomparison of the performance normalized docunshasld

Pe used [20]. The size of segmented digits/numesales
typically around 200 to 256 pixels .A linear tragrshation

has been proposed [15] to preserve the aspect ahtioe
character. In some cases [16] normalization ofctieracter
has been done to achieve zero mean and unit sthndar
deviation. Such standardization of the input imaggkes it
independent from the size. In [19] and [24] thedDdimerals
have been normalized to sizes 256 X 256 and 64 X 64
respectively. For obtaining a gray scale image amfigter of

image is known as binarization which is achieved bgize 3 X 3 has been repeatedly applied. The grale $mage

thresholding. In this operation the gray scalealoicimages
are changed to binary images by choosing a suita

is further normalized to achieve zero mean andyunit
bigaximum gray scale value.

thresholding valug38], [41], [42]. In order to achieve less 4) Skew detection

storage and to increase rate of processing the gpalg or
color images is changed to binary images. The liotding
operation extracts the foreground from the backgdo he
histogram of grayscale values of a typical documetsge
represents one peak corresponding to the foregreundd
another peak for the white background. Therefore t
threshold value is chosen in the valley betweemtlogpeaks.
The thresholding may be of three types: globalalland
hybrid. In global thresholding one threshold vafoe the
entire document image is chosen from the estimeafde of
background level from the intensity histogram df thhage.
In local thresholding different threshold values amployed
for different regions of the image [8]. Hybrid termlding

18

The skew or tilt is the deviation of the baseliegttfrom
horizontal direction [2], [41]. When a document &S
through the scanner mechanically or by an operadegw
degrees of tilt is observed. While saving the sednn
hdocument it may have some tilt or in other words ithage
may have under gone some rotation. Detection anéatmn
of these tilts are important preprocessing stepdoitument
analysis. The skew may be corrected in two steps:
estimation of tilt angle and (ii) rotation of theage by the
same amount in the opposite direction. A transfiased
approach has been introduced [2] for estimatingtith®f
Odia documents. The accuracy of skew detectioncisffe

(
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segmentation and classification steps of
recognition. Skew detection is required to aliga thxt or
document image to coordinate axes [38]. The imagetated
based on the detected skew angle. In this casestimation
method is not affected by the font style and vanain size.
This approach is not limited to the range of tHe fihe

algorithm proposed in [35] is employed in [9] to-slew the
documents .The projection profile and the WingdieVi
distribution (WVD) [17] techniques have been usedthe
skew angle estimation. A skew detection algorithsn
proposed in [37, 40].

5) Thinning

It is a process which removes the undesired pixeld
transforms the image pattern one pixel thick bgiréhg the
connectedness of the object and its end points.nWhee
additional pixel can be further removed from theaga the
thinning operation becomes complete [36],[41]. idta
morphological operation which removes selecteddiarend
pixels from the binary images. This data reductioocess
erodes an object until it is one pixel wide andduees a
skeleton of the object making it simpler to recagn[38].

Edge detection is a process of locating points idigital

image at which sharp change in the brightness ecfi]r

Bhagirathi et.al [11] have employed connected camepb
analysis for thinning. It helps to remove the thieks effect of
the pen used for writing.

C. Segmentation

It is an important stage [45] as it enables searatf words,
lines, or characters directly and hence it affette
recognition rate of the script. Two types of segtaton [39]

ISSN: 2319-6378, Volume-3 Issue-4, February 2015

charactef the touched word are usually segmented usingtstral,

topological and water reservoir concept. They hased a
piece-wise projection method to take care of uniraimed
handwritten documents. The density of black pixels been
computed with the candidate length of the lineataetcare of
wrongly segmented lines. First, they have deteigeldted
and connected (touching) characters within eachdwor
segment characters from words. Subsequently theected
components are segmented into individual chara¢8rsn
ithis work the handwritten text is first divided énlines. The
spacing between the words is used for word segriemt®8y
taking the vertical connecting pixel (VCP) of apuntext line
the spacing between the words is obtained. Foracker
segmentation the spacing between the charactersvord is
used. In [9], a piecewise projection method is u$ed
segmenting a document into lines and then lineswdrds.
Then the vertical histogram of the line for wordsentation
has been computed. In general, the distance betive@n
consecutive words of a line is more than the distdretween
two consecutive characters in a word. Considehegertical
histogram of the line and using distance critehia words
have been segmented from lines. In [15], the setatien
scheme has been implemented in two steps. A tvgesta
artificial network based classifier is designed &icoarse
classification between textual document and PINecod
numeral. Subsequently a fine classification scheine
implemented to separate each numeral of the PIN-cod
Employing linear transformation the characters #ren
normalized. The projection of the image into thetical axis
and horizontal projection for line segmentation pireposed

in [18] and [22]. In these works the words and ebtars in a

are used: external and internal. In external setmtien
various writing units, such as paragraphs, sengmravords
are isolated where as the internal segmentatiorblema
isolation of letters, especially in cursively weitt words. The
image is first subdivided into many parts for eading . To
carry out this task the image is divided in thresysvsuch as
line wise segmentation, word wise segmentation,faradly lines have been used as the input for the word setation
character wise segmentation [46]. In case of linmethod which produces segmented words. Both foremgto
segmentation, the image is divided into the linéctvienables and background information is used in this woilk another
reading of the image limited to lines. For word evis communication [26], accurate line segmentation basn
segmentation these lines are further divided irtode which  achieved for Odia text printed documents. It preguthe
allows understanding of image restricted to thedsan lines output as text line segment of Odia file. Meher[3,[49]
and by such operation small blocks called words gsegmented text into lines and then each line imeated into

line have been separated using the projection &f th
segmented line on to the horizontal and verticasaxi o
separate thematras situated either above or below the
character, a connected component analysis have been
employed. In another study [20] the lines have been
segmented based on gray scaled image. The segnterted

separated. For achieving character wise segmentatie
image is further divided and the algorithm separatee
document image into more small blocks called charac
[36]. Several methods of segmentation have beguoged in
the literature. Chaudhuri et.al [2] have proposeddunt the
number of black pixels in each row of the linea¢téxt box by
finding the valleys of the projection profile. Tipeocess of
boundary detection and dilation is employed intf3$egment
word from a complete page of handwritten text ahd t
characters are extracted from the words. The qirdavater
overflow from a reservoir has been suggested tmeagthe
touching characters of Odia handwritten text imtdividual
characters [7]. In this scheme the text imageass iegmented
in to lines, and the lines are then segmentedimdividual
words. Then the isolated and connected (touchihg)acters
in a word are detected for character segmentafibaracters

19

individual words and then each word is segmentdd in
individual characters or basic symbols. The spabitgveen
the words is used for word segmentation by takihg t
Vertical Connecting Pixel (VCP) of an input texndi
Spacing between the characters in a word is usedhfoacter
segmentation. Segmentation results reported ifitdrature
with different number of samples in each categsishown in
Table II.
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Table 1l. Comparison of accuracy obtained

on lineword and character segmentation

Numbe Number | Accurac | Isolated Accuracy | Touching Accuracy
Referen | r of | Accurac| of y and Component
ce No Lines |y Words Connected
Characters
[2] Not 97.5% Not 97.7 % 97.2% 97.2 % Not Reported Not Reported
Report Reporte
ed d
[7] 1627 97 % 3700 | 98.2% 3200 96.3 % | 1428(Two 96.7%(Two
lines Words characters Characters) Characters)
311(Three 95.1%(Three
Characters) Characters)
71(More than | 93.3%(more than
three characters)) three Characters)
[20] 5088 | 99.3% | 57224 | 86.5% Not Not Not Reported Not Reported
lines words Reported | Reported

D. Feature Extraction

Each character or numeral contains some speciadiatidct
characteristics to uniquely represent it. To findset of
parameters that uniquely defines the characteraled
feature extraction. The feature extraction techaisfuould be
such that the features of characters should enelelar
discrimination of one character from others. Tstidguish a
class from other class a set of features is exdaftr each

The global features constitute numbers of loopd, @ints,
horizontal strokes, vertical strokes, angular steoknd the
aspect ratio. The local features are the numberasfs-point
with three and four connections. They measure émtec of
gravity (CoG) of the cross and the end points.eéent paper
[14] has dealt in offline recognition of isolateddi@
handwritten numerals using Fourier descriptors and
normalized chain code as features. In this papefdatures

class. The types of feature may be of statisticanave been extracted from the shape of the binaagénof the

syntactical/structural or hybrid in nature. Statest features
are obtained by computing the statistical and géxdcad
moments. The structural features are representerbles,
holes, end points, loops or cross-over points. Tjlerid
features constitute suitable combination of statistand
structural features [36]. The two important sulgeta of
recognition are feature extraction and classifaratiin the
feature extraction stage a text segment is analguddh set of
features are computed to uniquely identify the sagment.

numerals. Another novel feature extraction repoftes] is
based on splitting a numeral image into four quatdrand
then taking the mean of the gray values of pixdleach
guadrant. In a recent communication [16] featulesetbeen
obtained from the directional information of theachcters.
For computing the features, the bounding box afreral is
segmented into blocks and gradient in each dinecto
computed for each of the blocks. A Gaussian filsethen
used for down sampling the blocks. The steps viahb for

These features are then used as input to the tharadeature extraction are binarization, normalizatiand use of

classifier. In [1] different extracted geometrich as height,
width, number of pixels in columns and rows anxtual
features like histogram and centroid have been tgsebtain

a valid epoch or score. Topological and stroke-thésatures
as well as features obtained using the concepteatér
overflow have been employed for character recagmiti [2].
The features are chosen by considering (i) robasine

Robert’'s cross operator and Gaussian filter. Pl §18]
have normalized the test character to a givenbsized on the
aspect ratio (character width / character heighthe
normalized character is then divided into number of
rectangular sectors. Second order geometric morremats
extracted from each of these sectors to repreberfiefture
vector. Spatial features and neural networks hagenb

accuracy and simplicity of detection, (i) speed oProposed in [19]. After classifying into two groupsl the

computation, (iii) independence of size and fors &v)
need of classifier design. In [3] the feature vedtas been
generated based on the standard deviation, average ad
zone based average distance from zone centroidnaegk
centroid. The feature detection methods are singyld
robust, and do not involve preprocessing stepsthiking
and pruning. Hu’'s seven moments and Zernike maosreante
been successfully used in [4] to extract the femtof Odia
characters. The features comprising of shape, aize
position of a digital curve with respect to the rarad image
has been used in [5]. LU decomposition of mg®ixhave
been employed to extract the feature vectors frowm t
character image. In [9] the features using @cfal based
feature, (ii) water reservoir based feature, (iigsence of
small component, (iv) topology have been extraétech the
characters for recognition. A suitable combinatiminthe
global and local (zone based) features have beshing11].

20

characters are resized into X2} pixels. Each resized
character contains 280 pixels which serve as featdor
training the neural networks. Gradient and cunafeatures
have been used in [23] for recognition purpose.fEature
extraction at first thamage is normalized and this normalized
image is thersegmented into 49 x 49 blocks. A best trade-off
between accuracy and complexity is achieved byalslyit
fixing the size of the blocks. To achieve strerayild direction

of gradient they have applied Roberts filter onithage. By
using bi-quadratidnterpolation method curvature features
have been computed. Feature extraction processstiog of
gradient calculation, curvature computation, featuector
generation and dimension reduction of the featexor are
reported in [24]. The shapes of the strokes haee bealyzed
for extraction of features in [25]. For examplegrfr each
stroke inE and S eight scalar features are extracted. These
features indicate the shape, size and positiordafital curve
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with respect to the numeral image. Roy et.al [28}ehused
histograms of direction chain code of the containts of the
numerals as features for recognition task. In [2&iter
reservoir concept as well as topological and stinatt
features of the numerals have been considered.erRes
based features such as number of reservoirs, Hizs,
heights and positions, water flow direction andolopical
features like number of loops, center of gravitysiions of
loops, the ratio of reservoir/loop height to thenawal height,
profile based features, feature based on jump disudty
have been suggested in the recognition schemearflatd
deviation and zone centroid average distance biesddre
matrix have been considered in [31]. Mitra ef3d] have
extracted directional features by directional deposition of
character image and using fixed scheme. Sanghami
Mohanty [50] used Feature weighting on basis ofjést- run
features with respect to wrapper-based feature htiam
algorithm for K K - Nearest Neighborhood.

E.Classification

The classification stage represents the decisidkinggart of
a recognition system and it employs the featurémeted in
the previous stage as inputs to the classifiers. dassifiers
compare the input features with the stored featiaressign a
class for the input. The classification can be thpdivided
into methods based on statistics, artificial neuratworks
(ANNs), kernel, and multiple classifier combination
Character classifier can be grouped as Baye's sehesarest
neighbor classifier, radial basis function, suppugetctor
machine, artificial neural network etc. The chagact
recognition task is based on four approaches agplaten
matching; statistical techniques; structural teghas and
neural network. The overall performance of the gmition
system depends mainly on the type of the classiBed. The
multi layer artificial neural network has been poepd [1] for
efficient recognition. In [2] the Odia characteessshave been
classified into four groups according to similarit§ their
shapes and features. Recognition of the basic amgp@und
characters have been carried out in two stageudyg a
feature based tree classifier the characters esediouped
into small subsets. In the second stage, usinghigaated
run-number based matching approach; the charaoteeach
group are recognized. In [3], the feed forward BPN
algorithm and the genetic algorithm (GA) have beeposed
to perform the optimum feature extraction and redimn.
The Odia character sets have been classified antogroups
according to similarity of their shapes and featurEive
ANNSs having different parameters have been usedttzeid
outputs are used to choose the best solution ubmgsA
based optimization. A Zernike moment based apprdesh
been applied in [4] to recognize Odia charactSarangi et.al
[5] have employed Hopfield neural network (HNN) nabtb
recognize the handwritten Odia characters. A tofa?90
characters have been used to test the recognitiiity aof
HNN. The hand written numerals and handwritten abizrs
in Odia language have been recognized using mydtiéal
perceptron network in [6] and [9] respectively. Wbstructure
based method has been proposed in [8] for Odiaacter
recognition. To recognize printed documents of Odi
language Tesseract OCR engine is used in [10]. T
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ant-miner algorithm (AMA) has been introduced il]for
offine OCR of hand written Odia scripts. The AMA a
rule-based approach used for training proposes.alittieors
have defined three types of block as per the wgisityles of
the scripts. The performance of AMA is then testétth four
characters from each block. Finally, a characteogaition
tool has been developed for observation and vabidaAn
automatic image processing approach using morpluabg
technique for extracting individual characterstfaining set
as well as an artificial neural network for claisifion is
proposed in [12]. In another communication [13et
combination of Naive Bayes classifier with LU fa@zation
on a smaller size of data set has been used. Ppeswector
machines (SVM) is used in [11] for classificatiomda
tecognition purpose. Mahato et.al [15] have emplotweo
stage artificial neural network based general dlass for the
recognition of PIN-code digits written in Odia. tims paper
they have used a novel technique known as quadnsedn
technique to identify the numerals of PIN code teritin Odia
script. The multilayered perceptron neural netwsnksed for
the recognition of numeral characters. In [16], AblBssifier
has been used for recognition. Various other rélaterks
reported in the literature are the k-nearest naghKNN)
method [18] and BPNN methods [19] of recognitian[23],
curvature features have been used for the recogmtirpose.
A low complexity single layer neural network is posed for
classification of Odia numerals in [24]. The gradiend
curvature features of the numerals have been takethe
inputs to the functional link artificial neural meirk
(FLANN) classifier. In [25], a novel hidden Markavodel
(HMM) has been suggested for recognition of hanitieri
Odia numerals. To classify an unknown numeral imatge
class conditional probability for each HMM is conbgd and
is used for recognition. The neural network (NN)dan
quadratic classifiers separately have been intred {26] for
recognition purpose. The KNN and Khonen feature hae
been suggested for Odia character recognition Th. & a
recent paper [28], normalization and thinning feegomatic
scheme for unconstrained off-line Odia isolateddwaitten
numeral recognition has been proposed. In [31]eedf
forward BPNN algorithm in two stage is employeghérform
the optimum feature extraction and recognition. Shstem
employes the ANN in two stages, having different
configurations, the first stage classifies the ahtars into
similar groups and in the second stage individsalracters
are recognized. Nigam et.al [32] have proposedew n
character recognition method for Odia script based
curvelet transformation based coefficients. Muléiss SVM
classifiers have been proposed in [33]. They hasedua
simple but novel directional decomposition techeidfor
recognition of printed Odia characters. Odia characare
circular in nature but most of the distingishindoimation
occurs in non-circlar portions. The relative pasitiand
orientation of linear strokes are exploited to idgptish
individual characters. Table Il shows the perfonce of
different techniques in terms of number of trainémgl testing
patterns used and classification accuracy repotedhé
gterature.

he
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Table lll. Performance comparision of different classification techniques

Ref. No. of Training No. of Testing
No. Techniques used Patterns Used patterns Used Accuracy Results in percentage
Feature based tree
[2] classifier, run-number Not Reported Not Reported 96.3 %
based matching approach
i i 0,
[3] ANN , GA Fifteen sheets of Five sheets of 94 %
characters characters
) 95.4 %
[5] Hopfield NN 1500 characterg 290 charcaters
0,
[6] ANN 2200 Patterns 1100 Patterns 85.30%
0,
[9] ANN 1500 Words 1000 Words 97.69 %
0
[10] Tesseract OCR 8 data files More than 1 page 100 %
- 0
[11] AMA 12 Characters Not Reported 92.42-97.87 %
1)83.33 %(BPNN),93.4
%(SVM) by
BPNN, SVM using Fourier descriptor feature
[14] 15440 samples 4560 samples i83.63 %(BPNN),93.57
%(SVM) by using Normalized
chain code feature
93.20 %
[15] | Quadrant Mean method 12000 samples 4000 sample
- 0,
[16] ANN 75% of the data 15% of the data 91.33-99.6 %
38 classes of 82.33 %(NN),72.27 % (k-NN
character, each with normal character features.
[18] NN, KNN class 1600 characters 41.88 % (NN), 39.41 %
represebnted by (k-NN) with thinned characte
10 templates features.
92 % with DTC features
[19] BPNN 150 samples 350 samples 82 70 % With DWT featurres
0,
[22] BPNN 100 samples Not Reported 91.24 %
0,
[23] Quadratic Classifier Not Reported 18190 sample 94.60 %
[24] ANN 396 data of eacy 100 data of each | 99.3 % with gradient feature,
numeral numeral 95.66 % with curvature feature
. . 90.50 %
[25] HMM 4970 images 1000 images
0,
[26] NN and Quadratic Not Reported 3850 data 94.81 %
Normalization and
[28] thinning free automatic Not Reported 3550 data 97.74 %
scheme

One important observation from the classificati@curacy
reported in literature and listed in Table 3 istttie results
obtained are not using any standard data baseslittad

machine characters and numerals.

F.Post processing

The goal of post processing phase refers to datettorrect
linguistic misspellings in the OCR output text aftiee input

image has been completely processed [29], [30].st P

processing steps are used to improve the accufa®C®
character recognition system. It is very diffidaltprocess the
data which contains spelling mistakes. The accutd®CR
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can be increased if the output is constrained laxiaon — a
list of words that are allowed to occur in a docameéligher
level analysis such as syntax and semantic anatgsisbe
applied to check the context of the recognizedaittars. Post
processing phase can be broadly divided into tgreeps:
manual error correction, dictionary-based errorrextion,
and context-based error correction. Manual errorection
requires a continuous manual human interventiothitncase

%he correction is made manually. In dictionary loaseror

correction, a lexicon or a lookup dictionary is doyed to
spell check the OCR recognized words and corre@iorade
if they are misspelled. Context-based error coiwact
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techniques perform error detection and correctiaseld on
the grammatical error and semantic context. Fiiterakure
survey it is learnt that a little work has been @am post
processing.

IV. CONCLUSION

This paper presents a thorough and up-to-datewenfi©dia
character recognition. The research work carrieddoting
the last decade in the field of Odia character gaition has
been surveyed. Different approaches employed fcin step
of Odia Character recognition are also outlined:heat these
methods has its own advantages and limitatiomsolbserved
that the broad steps in a typical character retiognsystem

ISSN: 2319-6378, Volume-3 Issue-4, February 2015

be evaluated for each case to choose the best dieth@dia
hand written numerals and characters

* In most of the cases the accuracy of recognitiaiiained
by taking a limited set of samples. The true acoyrate can
be assessed by taking different set of samplesdiming and
testing purposes.

« The accuracy of recognition reported on Odia nufeenad
characters may not hold good for large and unicaialzhse.
Hence there is a need of evaluation of unifiedystud

« A complete OCR system is required to convert oryge
text to its ASCII format.

« In most of the cases the accuracy of recognitiaeierely
affected due to presence of similar shaped Odiaackers

comprises of image enhancements, noise removaly skerRecognition of such characters requires sincdogtef

detection, binarization, normalization, segmentati@ature
extraction and classification. Each step contribute the
overall accuracy of the system. Line and word sedation
are initial requirements for the OCR system. The limes
and the words in a Odia document are segmentedibetiae
recognition process begins. Character recognitiask t
becomes simpler if the zones are distinguished usectéhe
lower zone contains modifiers and thalant mark, whereas
in the upper zone the modifiers and portions of esdoasic
characters lie. It is important to extract distifezttures before
recognition task is carried out..Literature revieweals that

Even though there are number of publications
conferences on Odia character and numeral recognitery
few material on standard journal are available.

e To identify the touching characters uniquely is
challenging task. This issue needs further studgdaieve
effective solution.

e The Odia OCR should be developed to accurately
recognize characters in diverse fonts and sizes.

« Because of non-uniform writings, some words aretpd
closer and are not separated equally, some timdifficult
to correctly separate touching characters .Thigeisalso

mostly neural network has been chosen as classifiefequires attention and further study.

Combinations of artificial neural networks and dgéne
algorithms have been reported to provide somefaetisy
results. Nearest neighbor classifiers requiredtmsge space
and computation time than that of the SVMs. It liserved
that the curvelet based method yields highest acguand
efficiency than other traditional methods of feataxtraction.
The results of the quadratic classifier provide riowed
recognition performance compared to that of NN sifas.
BPNN based system for recognition of handwritteniaOd
characters provides satisfactory performance costbao
other methods. By reducing the number of inputaecto the
neural network, the computation time can be deegkds is
also observed from the literature that work on ppostessing
phase, which is crucial to discriminate similarustured

The misclassification of characters and numerbtained
from the classifiers could be due to the local maiproblem
associated with the learning algorithm. Evolutignar
computing algorithms such as the particle swarrmopation
(PSO) and bacterial foraging optimization (BFO) dam
employed for better training of the classifier.

« In essence, As there are no standard databasemiiyes
available for Odia handwritten characters more arde
effort is necessary for creation of good standaath dase,
enhancing appropriate features by adopting propatufe
extraction methods and finally developing accematibust
hybrid classifiers. The resulting Odia OCRs wikthbe more
useful for many real life applications.

characters, is very few. Every step of Odia ch&ractRererencEs

recognition is important as each of them contribtieoverall
performance of the system.

V. FUTURE RESEARCH

Recognition of character is still a challenginglgemn since
there is a variation in same character due tordiffefont size,
different types of noises and involvement of diietrpersons.
During the last decades, intensive research stindies been
made for recognition of handwritten characters amcherals
in various Indian and foreign languages, but a fewk has
been reported on Odia character recognition. Takl fof

character recognition in Odia language still nemaé depth
study.

* Research work is needed to develop Bi-lingual OGRg!

Odia as one.

» Performance of various nonlinear classifiers sushhe

ANN, BPANN, KNN, HNN, CNN, SVM and HMM need to
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