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Abstract: In the steel industry - Tata steel, India, most of the 
lime produced in the lime plant is used in the steel-making pro-
cess at LD shops. The quality of steel produced at LD shops de-
pends on the quality of lime used. Moreover, the lime also helps 
in the crucial dephosphorization process during steel-making. 
The calcined lime produced in the lime plant goes to the labora-
tory for testing its final quality (CaO%), which is very difficult to 
control. To predict, control and enhance the quality of lime dur-
ing lime making process, five machine-learning-based models 
such as multivariate linear regression, support vector machine, 
decision tree, random forest and extreme gradient boosting have 
been developed using different algorithms. Python has been used 
as a tool to integrate the algorithms in the models. Each model 
has been trained on the past 14 months’ data of process parame-

ters, collected from level 1 sensor devices, to predict the future 
quality of lime. To boost the model’s prediction performance, 

hyper-parameter tuning has been performed using grid-search 
algorithm. A comparative study has been done among all the 
models to select a final model with the least root mean square 
error in predicting and control future lime quality. After the 
comparison, results show that the model incorporating support 
vector machine algorithm has least value of root mean square 
error of 1.23 in predicting future lime quality. In addition to this, 
a self-learning approach has also been incorporated into support 
vector machine model to enhance its performance further in real-
time. The result shows that the performance has been boosted 
from 85% strike-rate in +/-2 error range to 90% of strike-rate in 
+/-1 error range in real-time. Further, the above predictive model 
has been extended to build a control model which gives prescrip-
tions as output to control the future quality of lime. For this pur-
pose, a golden batch of good data has been fetched which has 
shown the best quality of lime (≥ 94% of CaO%). A good range 
of process parameters has been extracted in the form of upper 
control limit and lower control limit to tune the set-points and to 
give the prescriptions to the user. The integration of these two 
models (Predictive model and control model) helps in controlling 
the quality of lime 12 hours before its final production of lime in 
lime plant. Results show that both models (Predictive model and 
control model) have 90% of strike-rate within +/-1 of error in 
real-time. Finally, a human machine interface has been devel-
oped to facilitate the user to take action based on control model’s 

output. Eventually this work is deployed as a lime making process 
automation to predict and control the lime quality. 
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I. INTRODUCTION 

The world production of lime is estimated around 350 
million tons and 40-45% of lime is used in steel manufactur-
ing industry globally [1]. Lime as a basic flux plays an im-
portant role in the mechanism of metallurgical reactions in 
steel-making processes [2]. Addition of lime in steel-
making, as shown in Fig. 1, controls the removal of sulphur, 
which is an unwanted impurity [3]. It is also a critical addi-
tive used to form a quality sinter, which is used in iron-
making process [4]. Eventually, lime quality has a signifi-
cant impact on steel quality, its metallurgical properties, 
productivity and total cost of production [1].  

 

 
Fig. 1. Lime used in the steel making process. 

 
In lime plant of Tata Steel, this crucial flux lime (CaO), 

an oxide of calcium, is produced from the limestone (Ca-
CO3) in the presence of a heating agent through below cal-
cination reaction as shown in (1). 

        
 

CaCO3                CaO + CO2        

 
 
(1) 

 
To complete the above thermal decomposition of lime-

stone into lime, the stones must be heated to the dissociation 
temperature of the carbonates [5]. The above reaction occurs 
in a Merz-kiln shaft which takes limestone along with com-
bustion gases as input and produces lime as a product (see 
Fig. 2).  
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This whole process takes 24 hours of time to produce fi-
nal product of lime (see Fig.2). The lime with some impuri-
ties like Si, Fe, P, S, Mn, Al [6] that exit at the kiln outlet is 
known as quicklime [5]. Then quicklime lime goes to the 
laboratory (Lab) for quality testing. The CaO content, which 
refers to the lime quality plays an important role to make it 
qualify for steel-making. The quality of lime gets effected 
by various complex process parameters such as heat-input, 
combustion gas flow, kiln pressure, kiln temperature etc 
which are difficult to control. Nevertheless, the development 
of industry4.0 has made the processes capable of controlling 
kiln operation considering improvement in the lime quality 
(CaO%) [7]. Moreover, the implementation of automation 
system as a result of industry4.0 is controlling the produc-
tion processes through digital technology [8]. Eventually, it 
results into generation of plethora of data related to various 
process parameters and output of the lime-production in 
Merz-kiln. On the other hand, the machines in industry have 
become smarter than ever before using the big data and arti-
ficial intelligence (AI) techniques [9]. The main driver that 
triggers this innovation is a sub-branch of AI i.e. machine 
learning (ML). This led the researchers to study the control 
of plant-processes through the field of data science and ma-
chine learning. Although the machine learning field in the 
view of lime production process is almost unexplored. A 
research has been presented on overview of available ma-
chine learning techniques in manufacturing area [10]. A 
study for prediction of phosphorus has been performed us-
ing industrial data through machine learning approach [11]. 
The study has compared the different algorithms such as 
artificial neural network and multivariate regression. A 
study done by D. S. Vinoo [12] has used multiple linear 
regression approach to predict the desulphurization reagent 
during steel-making. It further optimized the prediction of 
reagent during desulphurization. In another study, advance 
analytics and deep learning techniques have been presented 
with application to smart manufacturing [13]. A convolution 
neural network approach has been adopted to predict the 
bearing fault in a study presented by Waziralilah [14] et al. 
A data-driven technique based on deep belief network has 
been investigated to predict the material removal rate [15]. 
A data analytics based predictive model has been developed 
to predict power consumption in manufacturing [16]. An-
other study based on artificial neural network has been high-
lighted in lime kiln operation to predict paper quality [17].  
A support vector machine based machine learning model 
has been developed [18]. This study incorporated a PSO 
algorithm to predict calcined zone temperature in lime kiln 
[18]. Although various research studies have been presented 
on data-driven machine learning techniques in manufactur-
ing industries. But, very limited research works are present 
that shows machine learning approach to explore lime calci-
nation process. Nevertheless, almost no study is available 
for lime quality control using data-driven machine learning 
approach.  

Currently in lime plant at Tata Steel, lime produced at 
the end goes to the laboratory (Lab) for testing its quality. 
This testing process takes additional 24 hrs to know the 
quality of lime, which creates a lag in controlling the future 
lime quality during the process. This study aims to predict 
the lime quality (CaO%) on hourly basis at the very end of 
lime-production cycle (at 16th hour from starting) using 
plant data-inputs as shown in Fig. 2(a). To solve the pur-
pose, five machine-learning-based models using multivari-

ate linear regression (MLR), support vector machine (SVM), 
decision tree, random forest and extreme gradient boosting 
(XGBoost) have been developed respectively. A compara-
tive study before validation (statistical and experimental) 
has been performed to choose the final model based on root 
mean square error (RMSE) within an acceptable limit. Fur-
ther, to boost the accuracy of the selected model, parameter 
tuning has been done by incorporating the grid-search algo-
rithm. Moreover, a self-learning approach has been integrat-
ed with the selected model to enhance its performance in 
real-time. 

The above final predictive model has been further ex-
tended to develop a control model, as shown in Fig. 2(b), to 
solve the aim of this study ultimately. The control model 
gives the prescription to the user for controlling the future 
lime quality by taking actions in the present. 

It gives user a facility to take actions on process parame-
ter at 12th hours in advance before the final production of 
lime. The current model automatically takes the data from 
the level 2 automation system (data-base system), predicts 
lime quality and prescribes the operator to take actions to 
control the quality on hourly basis. Both predictive and con-
trol models have been validated quantitively respectively 
with plant data. The results show that both models have ac-
curacies of 90% for the error range in ±1 after incorporating 
the self-learning approach, which met the user demand. 

Fig. 2. Lime Merz-kiln shafts representation with (a) 
predictive model and (b) control model prediction 

points. 
 

 

 

 

(a) 

 
(b) 
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II. METHODOLOGY 

A. Model Flow Diagram 

Flow diagram for the models-development consists of 
the step-wise processing to build them as shown in Fig. 3. It 
includes the steps from data collection to the final model 
selection followed by results. The models have been devel-
oped after cleaning of data collected from the lime plant. 
Models improvement phase consists of hyper-parameter 
tuning and self-learning algorithm to boost the all models’ 

performance. All the steps have been elaborated in the sub-
sequent sections. 

 

 
Fig. 3. Model flow diagram. 

B. Data Collection and Model Input 

The process parameter’s data has been collected from the 

sensors of lime production plant at Tata Steel. Using cross-
correlation technique and brainstorming with users the final 
list of data as input (X) and output (Y) has been decided as 
listed in Table I. The input – output data of 14 months is 
fetched from level 2 automation system of lime plant. Since 
there is a time lag of 24 hours between input data and output 
data (CaO%), time synchronization has been done to map 
the time-scale of input (X) and output (Y) data.   

 
Table-I: List of bin name used in this study 

Independent variables (X) 
Dependent 

variable (Y) 

Heat Input 

 
 

CaO% 
(lime quality) 

 
  

Gas flow 

Gas CV 
Excess air % 

Waste gas temperature 
Pyrometric Kiln tempera-

ture 
Cooling air pressure 

Gas pressure 
Kiln pressure 

Combustion air pressure 

C. Data Cleaning 

Data cleaning is the most crucial part in the data science 
based model development. The data used in the develop-
ment phase should be authentic and totally free from any 
undesired values. In the view of the same, we used Python 
as a tool to clean the data. Missing data has been handled 
using multiple imputation technique by filling the data with 
mean value.  

The undesired outliers negatively affect the model’s out-

put. Treatment of outlier data is based on the Z score of the 
respective data points. Only those data points have been 
considered in the model development which have Z value 
less than or equal to 3. The parameter Z score has been cal-
culated by using a mathematical formula as shown in (2). 

 

𝑍 𝑠𝑐𝑜𝑟𝑒 =  
𝑋 −  𝑋̅

𝜎
 (2) 

 
Here, 𝑋̅ and 𝜎 represent mean value and standard devia-

tion of data set respectively. 𝑋 is the value of each data 
points.  

D. Assumptions: checking for multiple collinearity 

It is assumed that there is no multiple collinearity among 
input variables (predictors) collected from the plant. Multi-
ple collinearity refers to the presence of any correlation 
among input variables considered in the model develop-
ment. The correlation has been represented in the heat map 
as shown in Fig. 4. It shows that there is high correlation 
among “Kiln pressure” (KILN_PRES), “Cooling air pres-

sure” (AIR_PRES_COOL), “Combustion air pressure” 

(AIR_PRES_COMB). This undesired multiple collinearity 
has been removed from the data using threshold value of 
0.9. As a result, “Kiln pressure” and “cooling air pressure” 

have been removed from the input data set. 
 

 
Fig. 4. Cross-correlation matrix for input variables. 
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III. MODEL DEVELOPMENT 

Python as a tool has been used to develop the model for 
this work. In this study, following five predictive models 
have been developed and the best model has been chosen 
based on root mean square error (RSME). 

A. Multivariate Linear Regression 

Multivariate linear regression is one of the basic tech-
nique which gives the relationship between features (inde-
pendent variables) and predicted variable (dependent pa-
rameter).  

Equation (4) shows mathematical expression for simple 
linear regression where only two independent variables are 
present but in multiple linear regression there are more than 
two independent variables as shown in (5) [19]. 

 
𝑌 = 𝐴𝑋 + 𝐵 (4) 

 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1
+ 𝛽2𝑋𝑖2

… … … … … + 𝛽𝑛𝑋𝑖𝑛
 (5) 

 
Here, 𝑌 = Dependent parameter (Output), 𝑋 = Independ-

ent parameter (Input) and 𝐴, 𝐵 and 𝛽 are regression parame-
ters. 

B. Support Vector Machine 

The basic concept behind support vector machine (SVM) 
is to map the original data 𝑋 into feature space as function 
𝐹(𝑋) with higher dimensionality through a non-linear map-
ping function and construct an optimal hyperplane in a new 
space [20]. This non-linear function 𝐹(𝑋) is defined such 
that it minimizes the loss function 𝑙𝜀  as shown in (6) and (7) 
respectively [21].   

 

𝐹(𝑋) = ∑(𝛼𝑖
∗ − 𝛼𝑖)𝐾(𝑋, 𝑋𝑖

𝑁

𝑖=1

) + 𝐵 (6) 

 
Here, (𝛼𝑖

∗, 𝛼𝑖 > 0), 𝐵, 𝐾 are Lagrange multipliers, bias 
term and kernel function respectively [20]. 𝑋, 𝑋𝑖 are the in-
dependent variable’s data points. 

 
𝑙𝜀(𝑦𝑖 −  𝐹(𝑋𝑖)) = 0 𝑓𝑜𝑟 |𝑦𝑖 −  𝐹(𝑋𝑖)| < 𝜀 

=  |𝑦𝑖 −  𝐹(𝑋𝑖)| for other cases 
(7) 

 
Here, yi is target (dependent) variables and ε is the dif-

ference between target and predicted values [21].  
Support vector machines finds a hyperplane with maxi-

mum margin from support vectors which divides the data set 
into two classes. Support vectors are the data points which 
are closest to the hyperplane as shown in Fig. 5. The kernel 
K has been used to transform the data into non-linear hyper-
plane. In this study, a radial base function as shown in (8) as 
gaussian kernel has been used for the transformation of data-
set into non-linear space [21]. 

 
𝐾(𝑋, 𝑋𝑖) =  𝑒(−∥𝑋−𝑋𝑖∥2/2𝜎2) (8) 

 
Here, 𝜎 is called Gaussian noise level of standard devia-

tion.  

 
Fig. 5. Support vector representation. 

 
Here, 𝑋 and 𝑋𝑖 are the two vectors in space. The parame-

ter 𝛾 represents perfect fitting of the used data set. 

C. Decision Tree 

Decision tree is another machine learning technique to 
solve classification as well as regression problem. It is a 
simple recursive structure for representing a sequential clas-
sification process in which a case, described by set of attrib-
utes, is assigned to one of disjoint set of classes [22]. Deci-
sion tree consists of root node, decision node and leaf (ter-
minal node). Based on these parameters it divides the data-
set into multiple classes as shown in Fig. 6.  

In this study, a quantitative measure “Information gain” 

has been incorporated to split decision node into sub-nodes 
as shown in (9).  

The information gain, Gain(X, A) of an attribute A rela-
tive to a data-set X, is defined as [22]: 

 
𝐺𝑎𝑖𝑛(𝑋, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋)

−  ∑
|𝑆𝑣|

|𝑆|
𝑣∈𝑉𝑎𝑙𝑢𝑠𝑒𝑠(𝐴)

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣) (9) 

 
Here, values (𝐴) is set of all possible values of 𝐴 and 𝑆𝑣 

is the subset of 𝑋.  

 
Fig. 6. Decision tree model structure. 

 
The entropy term in the above equation has been calcu-

lated as in (10) [22]: 
 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋) =  − ∑ 𝑝𝑖

𝑚

𝑖=1
𝑙𝑜𝑔2𝑝𝑖  (10) 

 
Here, 𝑋 is the data-set, 𝑝𝑖  is the proportion of 𝑋 which 

belongs to class𝑖.  
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D. Random Forest  

Random forest, another supervised regression technique, 
is an extension of above decision tree algorithm explained 
previously. It divides the whole data-set into number of sub-
sets which are used to form the multiple regression trees 
[23] as shown in Fig. 7. Further it combines all the modelled 
trees and forms the best model. Random forest algorithm 
uses bootstrap sampling for sampling of input data [23]. 

 

 
Fig. 7. Random forest multiple trees structure. 

E. Extreme Gradient Boosting (XGBoost) 

It is another tree based supervised machine learning al-
gorithm. It is an efficient and scalable implementation of 
gradient boosting algorithm [24]. To formulate the model, 
an objective function 𝐹𝑜𝑏𝑗 is defined in (11) which compris-
es of an error term (L) and regularization term (Ω) [25].  

  
𝐹𝑜𝑏𝑗(∅) = 𝐿(∅) + Ω(∅) (11) 

      Here,     

𝐿(∅) = 𝑙(𝑦, 𝑦𝑝) + 𝛼𝑇 (12) 

Ω(∅) =
1

2
(𝛾 ∥ 𝑤 ∥2) 

 
(13) 

    
   The terms 𝑙, 𝑦, 𝑦𝑝, 𝛼, 𝑇, 𝛾 and 𝑤 in the above (12) and 

(13) represents loss function, target value (output), predicted 
value, learning rate, number of leaf in the tree, regulariza-
tion parameter and weight of the leaf respectively [23]. The 
loss function expressed in above (12) is mathematically de-
fined in the forms of mean square error as shown in (14).  

 

𝑙(𝑦, 𝑦𝑝) = (𝑦 − 𝑦𝑝)2 (14) 

 
The objective function 𝐹𝑜𝑏𝑗 is minimized considering 

optimization of its weightage parameters.   

IV. FINAL MODEL SELECTION AND PERFOR-
MANCE BOOSTING  

All the models have been implemented through cross 
validation technique [26]. Whole data (feature variables and 
target variable) was bifurcated into training data and test 
data for cross-validation of regression models as shown in 
Fig. 8. At first stage, the models have been trained on train-
ing data-set and then it is fitted to the test data set. In this 
work, 80% of the data has been chosen for training and 20% 
of the data has been used for testing. 

 
Fig. 8. Cross-validation of the model. 

A. Final Model Selection 

Considering the goal of this study, all model’s perfor-

mances have been evaluated on the basis of root mean 
square error (RMSE). The two performance evaluation met-
rics are given by the below mathematical (15) and (16). The 
final model has been selected which has the least RMSE 
[29].  

  

n

XX
RMSE

n

i imio =
−

= 1

2
,, )(

 (15) 

 
There is another evaluation parameter called mean abso-

lute error (MAE) as shown in (18). 
 

=MAE
n

XX
n

i imio =
−

1 ,, )(
 (16) 

 
Where Xo represents observed values and Xm is modelled 

values at ith time.  

B. Performance Boosting 

Below are the two measures which have been incorpo-
rated to improve the models’ performance: 

(a) Hyper-Parameter Tuning 

Hyper-parameters incorporated in the all machine learn-
ing kernels play a crucial role in transforming the data from 
linear to non-linear space. The different hyper-parameters 
used in the model have been tuned in iterations using the 
grid-search algorithm [27, 28]. The grid-search algorithm 
optimizes the models’ hyper-parameters using the above 
cross-validation technique as shown in Fig. 9. 
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Fig. 9. Grid-search algorithm in SVM model. 

 
In this study, hyper-parameters of all the above models 

have been optimized. One of the models, i.e. SVM model, 
gave the best accuracy in output with optimized hyper-
parameters with C (regularization parameter), 𝛾 (gamma) 
and 𝜀 (loss function) having values 0.005, 0.5 and 0.0001 
respectively. 

(b) Self-learning Algorithm 

In this study, a self-learning algorithm has been incorpo-
rated based on exponential time-series technique at the stage 
of implementation of the SVM model in the real-time. This 
integration of self-learning approach in the final model cor-
rects the real-time error and improves the hourly predictions 
of lime quality (CaO %) as expressed in (18). A correction 
factor (𝐶𝑓) based on exponential time-series technique has 
been calculated as shown in (17). 

 
𝐶𝑓 =  𝑤1(𝐶𝑎 − 𝐶𝑝) + 𝑤2(𝐶𝑎 − 𝐶𝑝) … … …

+ 𝑤𝑛(𝐶𝑎 − 𝐶𝑝) 

(17) 

 
Here,   𝐶𝑎  = Actual CaO %  

 𝐶𝑝   = Predicted CaO % 

 𝑤𝑛 is the correction coefficient where  𝑊1 > 𝑊2 
>…….>  𝑊𝑛 

Hence final prediction equation is given as:  

𝐶𝑝𝑡
′ =  𝐶𝑝𝑡

+ 𝐶𝑓 (18) 
Where 𝐶𝑝𝑡

′  𝑎𝑛𝑑  𝐶𝑝𝑡  
 is predicted CaO% and corrected 

prediction at time t respectively. 

V. CONTROL MODEL DEVELOPMENT 

Based on the CaO% prediction of above predictive mod-
el with least RSME, a control model has been developed. 
The golden batch of input data that resulted into acceptable 
quality of lime (CaO%) has been used to calculate lower 
control limit (LCL) and upper control limit (UCL) for the 

variation of process parameters. It checks for any abnormal 
variation in process parameter values based LCL and UCL. 
Finally, it gives the action points as prescription to tune the 
process parameters’ s value for controlling the future lime 

quality (CaO%) 12 hours before the final production of 
lime. Therefore, user gets enough time to control the lime 
quality during the production and eventually 24 hours’ time 

lag is eliminated. Fig. 10 shows the control model working 
to tune the set points on hourly basis. 

 

 
Fig. 10. Working of control model. 

VI. RESULTS AND VALIDATION 

This section includes the all results obtained and their 
visualization from the best model, i.e. SVM. The results 
have been validated with experimental data of the corre-
sponding kiln. At first, the best model has been chosen using 
performance metric and then CaO% prediction results have 
been presented and validated for that model. Moreover, val-
idation of prescriptive model result with experimental data 
has also been included followed by prediction.  

A. Model Performance Evaluation Metric 

The different metrics listed in Table II are used for 
measuring the model’s performance through comparison. 

 
Table-II: Models metrics. 

Model names 
Mean absolute 
error (MAE) 

Root mean square 
error (RMSE) 

Multivariate 
linear regression 

0.96 1.26 

Support vector 
machine 

0.92 1.23 

Decision tree 0.92 1.26 
Radom forest 1.02 1.31 

Extreme gradient 
boosting 

1.10 1.46 

  
From the above values of RMSE, it is clear that support 

vector machine model (SVM) has the least value of error 
among all. The value RMSE of magnitude 1.23 is found 
acceptable as per user demand. Eventually, SVM model has 
been chosen as the best model for this study. 
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B. Feature Importance 

Below Fig. 11 shows the importance of the features (in-
put parameters) in predicting the final output (CaO%) based 
on standardized coefficients of all process parameters. Fea-
ture importance helps in knowing the importance of process 
parameters in predicting the lime quality. 

 

 
Fig. 11. Feature importance of input parameters. 

C. Visualization of Actual CaO% and Predicted CaO% 

Below Fig. 12 shows the variation of actual CaO% and 
predicted CaO% during the prediction cycle. It is observed 
that model has captured enough variation of actual CaO% in 
predicting the future value of CaO%. 

 

 
Fig. 12. Line plot of actual CaO% and predicted CaO%. 

D. Variation within Residuals 

Variation of residuals (deviation of predicted CaO% 
from actual CaO%) has been shown in the below Fig. 13 as 
box plot. Since the median value of the residual is near zero, 
it is concluded that 75% of the residual fall between the rage 
of -1 and 1. 

 

 
Fig. 13. Box plot of residuals. 

E. Model Validation Test 

A validation test has also been performed based on 
qualitative and quantitative parameters respectively. Model 

has been validated with real time plant data (experimental 
data) of CaO%.  

(a) Validation with real-time experimental data 

In this study, the predictive model performance has also 
been validated with the real-time experimental data (Lab 
data) of CaO%. For this purpose, the model was deployed in 
the real-time production and a quantitative study has been 
performed to test the validity of prediction of CaO% with 
experimental result (lab data). Moreover, the same valida-
tion study has also been performed for prescriptive model. 

(a.1) Predictive Model Validation In Real-Time 

Validation of predictive model with real-time experi-
mental data (Lab data) has been presented in Fig. 14. It is 
observed from the plot that model has very close prediction 
of CaO% with actual experimental data. Quantitatively, the 
model has given the accuracy of 90% in error range of -1 to 
1 with integration of self-learning approach. 

(a.1.1) Validation of predicted CaO% with actual CaO% 

Figure 14 shows the comparison graph for actual CaO% 
(plant data) and predicted CaO% when prediction cycle was 
run hourly in real-time. Fig. 15 shows the frequency of error 
came between the range of -1 and 1 while testing the model 
on 187 data points. It is clear that more than 90% of the er-
ror fell into the band of -1 and 1. 

 

 
Fig. 14.Variation of actual and predicted CaO%. 

 

 
Fig. 15. Strike-rate visualization of predictive model. 
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(a.1.2) Variation of residual during prediction 

Below Fig. 16 shows the variation of residual error (De-
viation of predicted CaO% from actual CaO%) as a box 
plot. It is clear from the plot that the variation is very narrow 
with residual values varying from -1 to 0.5. However, some 
outlier values of residual errors have also been observed. An 
average error of -0.23 has been observed between predicted 
and actual value of lime quality (available CaO% in quick-
lime). 

 
Fig. 16. Variation of residuals during prediction. 

 (a.2) Control model validation in real-time 

The above validation test has also been performed for 
the control model. The validation contains comparison of 
variation in CaO% prescribed by the model with plant data 
(Lab data) in real-time. 

(a.2.1) Validation of prescribed CaO% with actual CaO% 

Below Fig. 17 shows the comparative study of pre-
scribed CaO% (lime quality predicted by control model) 
with the values obtained from real-time experimental re-
sults. It can be clearly observed from the plot that CaO% 
values in both cases are very close. Quantitative measure-
ment in Fig. 18 shows that the model has 90% accuracy to 
prescribe CaO% same as experimental value with integra-
tion of self-learning approach. 

 

 
Fig. 17. Variation of actual CaO% and prescribed 

CaO%. 

 
Fig. 18. Strike-rate visualization of control model. 

(a.2.2) Variation of residuals during prescription 

Variation of residual errors (Deviation of prescribed 
CaO% from actual CaO%) has been plotted in Fig. 19. The 
box plot shows that residual error’s values fall within a nar-

row band of -1 to 1 which is entirely good as far as the 
scope of this study is concerned. An average error of -0.24 
has been observed between predicted and actual value of 
lime quality (available CaO% in quicklime).  

 

 
Fig. 19. Variation of residuals during prescription. 

VII. DEPLOYMENT OF MODEL 

A human machine interface (HMI) has been developed 
and deployed inside lime plant at Tata Steel for the use of 
control model in real scenario as shown in Fig. 20. There are 
total 9 Merz-kiln (namely MK1 to MK9) in the lime plant of 
Tata Steel to produce lime. The interface contains the pre-
scription given by the model with time to control the future 
lime quality. For each prediction of lime quality there exists 
a prescription when quality goes below 94% level. As result, 
operator (user) takes action based on these prescriptions so 
that future lime quality can be improved. 
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Fig. 20. Human machine interface developed for control 

model. 

VIII. CONCLUSIONS 

(1) Among all the machine-learning models such as multi-
variate linear regression, support vector machine, ran-
dom forest, decision tree and XGboost; the final pre-
dictive model is developed by incorporating support 
vector machine model with the best accuracy value of 
1.23 in terms of RMSE. The accuracy obtained falls 
within user defined limit. 

(2) The predictive model predicts the CaO% in quicklime 
on hourly basis at the end of the lime production cycle 
in Merz-kiln.   

(3) Based on the predictive model, a control model pre-
dicts the CaO% in quicklime 12 hours in advance of 
the production cycle. Further it prescribes appropriate 
actions to the user for controlling the level of CaO% 
(lime quality) on hourly basis. 

(4) Quantitative validation (On experimental/Lab da-
ta/Plant data) of both the models (predictive and con-
trol) resulted in average errors of -0.24 and -0.23 in 
predicted lime quality with actual lime quality.  

(5) Model accuracy has further improved from 85% in ±2 
to 90% in ±1 with the integration of the self-learning 
approach.  

(6) Control model with a human-machine-interface facili-
tates the user to take action on process parameter to 
control lime quality. This eliminates the 24 hrs of time 
lag in decision making. 
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